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Design of iquiring system

C W Churchman

PREF ACE

A preface should explain and thank; it has two audiences, those who might be
interested in reading the book and those who have made the reading possible.

The three key words of the title help to define the first set, which includes peo-
ple who are interested in the philosophical issues of design, of inquiry, and of
social systems. “Design” is used throughout in its most generic sense, to
include planning, operations research, engineering design, architectural
design, programming, budgeting, and all the other activities in which we con-
sciously attempt to change ourselves and our environment to improve the qual-
ity of our lives. So the book could be read as a philosophy of organization
theory, or of architectural or engineering design, or of operations research, or
of planning.

So immodest a call for an audience needs to be bridled by a note of humility. I
think we are creating a genre of books which try to look at human society in
terms of manifolds of interconnected problems, and not in terms of specific
problems like pollution, poverty, and power. Often these books use the word
“society” to reflect this interest in the whole rather than the parts; Donald N.
Michael's The Unprepared Society and Warren Bennis’ and Philip E. Slater's
The Temporary Society are two excellent examples. Others, myself included,
like the word “systems”; Geoffrey Vickers' Value Systems and Social Process
and Harold Sackman's Computers, Systems Science, and Evolving Society: The
Challenge of Man-Machine Digital Systems are other examples. Despite the
fact that we are struggling to deal with the multiplicity of social problems, each
of us must write with his own style, within his intellectual cell, and with his
own biases. My bias has been to employ a mode of conversation with historical
figures of the past who have written in a similar vein. To carry on the conversa-
tion, I've had to use a common method of communication by restating in my
own language what I think the fellow was driving at; this method may very well
outrage the historical scholar, to whom I can only offer apologies. Even out of
mis- understandings a great deal can be learned.

The word “inquiry” suggests that the audience includes persons interested in
the philosophy of science; this is true, so long as the interest is a very broad
one, concerned with the meaning of science with respect to other social institu-
tions, health, education, morality, and so on. Inquiry is by no means restricted
to the disciplines of science. I could have called the book The Design 01 Sys-
tems, but this would not adequately reflect my style, which is to proceed from
the more specific problem of inquiry to the “whole system.”

The first part of the book develops a classification of systems, based on a con-
versation with five historical figures: Leibniz, Locke, Kant, Hegel, and Singer,
along with their allies and enemies. The reader will naturally gain the impres-
sion that this classification is also an evolution, from the primitive forms of
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inquiring systems to the more advanced. Whether this impression is correct, or
what it would mean to say that it is correct, is the subject matter of the specula-
tions of the second part. Here again my personal style is to conclude with a
question; the formulation of social problems is to me the most important intel-
lectual activity. This book has taken a long time getting itself written, so that
my gratitudes are spread far and wide. The direct impetus for the first draft
came from some work of Edward Feigenbaum and Julian Feldman on getting
computers to perceive and think. But the more indirect impetus is a lifelong
interest in the work of E. A. Singer, Jr., and his student who was my teacher,
Henry Bradford Smith. Their influence has cemented a lifelong collaboration
with Thomas A. Cowan and Russell L. Ackoff. Shortly after the first draft was
written, Cowan and I formed a “philosophy of science” seminar at Berkeley,
which had Frederick Betz and Ian Mitroff as its first “students”; the many stu-
dent-teachers who have owned this seminar have had a great deal to do with
the contents of this book, and especially the second part. Another interdiscipli-
nary seminar of the Berkeley Space Sciences Laboratory was also an enor-
mously helpful influence. All the participants are to be blamed for the
inadequacies of the text. Alfred Schainblatt practically coauthored the chapter
on Singerian Inquiring Systems. Other gratitudes are mentioned in several of
the other chapters.

The research for this book was supported in part by the National Aeronautics
and Space Administration and the National Science Foundation.

No book by a man is written without an enormous feminine influence, which is
a closely guarded secret and which everyman reveals at the end of his preface.
The circumambulatory theme of Part II is the invention of my wife, Gloria; she
told me the myth that the verb “to meander” comes from a Greek King Mean-
der whose palace was a labyrinth, a myth that must be real whatever the Oxford
says to the contrary. Robin Zoesch and Phyllis Dexter, both more astute inquir-
ers than I in many ways, graciously typed and corrected the manuscript even
though they often disagreed.

Mill Valley, California 

August 1971
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Chap 1: Design and Inquiry

  On the Limits of the Design of Systems

Of the many activities of man, designing is one of the most fascinating and cru-
cial. We believe we can change our environment in ways that will better serve
our purposes. Some people even believe they can change themselves in this
regard. What makes the activity of design so fascinating is that design enables
us to create systems which will perform tasks better than a single person does
alone.

Consider, for example, the activity of transportation. A strong man alone can
carry, say, one hundred pounds at a velocity of three miles per hour for several
hours over a smooth and flat terrain. Then someone discovers that the animals
in his environment can be trained to do the same task, at an even faster rate,
over a longer period and rougher country. Then insight and intelligence com-
bine to create the wheel, and there is a system consisting of the man, the ox,
and the cart, a beautifully effective system for performing the same task. By
slow stages we learned to create systems of transportation that ignore the
eccentricities of the ground, can adapt themselves to enormous loads, can
travel several hundred or thousand times as fast as the lone man. Other exam-
ples come easily to mind: the system of shelters protects us far better than our
own skin does, the system of medicines prevents disease far better than a single
person can on his own.

It is natural to ask ourselves in what areas a man cannot be bettered by his own
designs. What are the things a man alone can do better than any system men
will ever design? Perhaps the more clever ones among us will have a ready
answer: a man alone can be lonely; a system never can. The answer is both
facetious and serious. The serious intent is to argue that creativity is essentially
a lonely process, the act of a man by himself. A man may be encouraged to per-
form better in certain designed environments, but he can never be designed to
create. Thus, says this answer, creative arts, creative sciences, creative reli-
gions, creative politics cannot be designed; no system can ever be designed that
will produce a better art, science, religion, or politics than that created by some
men alone.

This answer is appealing on a number of counts. It is appealing because we are
all afraid of losing our dignity as men; we are afraid that a system will ”take
over” and do all things better than a lonely man can do. It is appealing because
we want to remain free; if a system is designed to perform better than we can, it
can legitimately tell us what to do.

The answer is also appealing because it is almost, if not altogether, a tautology.
What do we mean by a ”creative” act? If we say an action is creative only if it
cannot be analyzed or understood, then clearly no system can be designed to
create, for design always implies both analysis and understanding. We shall
want to avoid the pitfall of terminating all discussion by transforming the ques-
tion of creativity into so trivial a response. Hence we leave it open whether cre-
ativity can be analyzed and understood. Specifically, we seek to pursue the
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elusive by asking ourselves where system design fails to be creative, and
whether this failure is permanent or temporary. 

In this essay, our interest lies in the creativity of science, i.e. in the actions that
lead to new knowledge. We are interested in the extent to which man can
design an inquiring system.

In order to make the purpose of the essay clearer at the outset, we need to do
two things: first, explain what is meant by designing systems, and second, what
is meant by inquiry. However, ”explaining” either concept is, in a sense, the
purpose of the entire essay. The situation is characteristic of philosophical
inquiry: one wishes to discuss a concept, and hence must try to make clear
what concept is being discussed, but the purpose of the discussion is to
enlighten the meaning of the concept. One must necessarily put the cart before
the horse. The only recourse is to begin with a tentative estimate of the mean-
ing and allow discussion to modify the definition. Indeed, as we shall see later
on, this very procedure of ”endless approximation” is itself a design of inquiry.

  On Design (Preliminary Statement) 

The introductory remarks of this chapter themselves suggest some of the
salient characteristics of design. First of all, design belongs to the category of
behavior called teleological, i.e., ”goal seeking” behavior. More specifically,
design is thinking behavior which conceptually selects among a set of alterna-
tives in order to figure out which alternative leads to the desired goal or set of
goals. In this regard, design is synonymous with planning, optimizing, and
similar terms that connote the use of thought as a precursor to action directed
at the attainment of goals. Each alternative, ideally, describes a complete set of
behavior patterns, so that someone equipped with the same thought processes
as the designer will be able to convert the design into a specific set of actions.
Consequently, as a first approximation, design has the following characteris-
tics: 

1. It attempts to distinguish in thought between different sets of behavior patterns

2. It tries to estimate in thought how well each alternative set of behavior patterns will 
serve a specified set of goals

3. Its aim is to communicate its thoughts to other minds in such a manner that 
they can convert the thoughts into corresponding actions which in fact serve 
the goals in the same manner as the design said they would

It will be noted that these specification, contain the phrases ”attempts to”,
”tries to” and ”aim”; the point is that the designer tries to do these three things,
but may not succeed. If the phrases had been omitted, then we should have
been caught in the awkward position of saying that design behavior occurs only
when it is completely successful i.e. never. Indeed, it is important at the outset
to recognize that there are degrees of design, depending on a person' interest in
the three efforts, as well as the amount of success he attains in them.

There is a fourth characteristic of design behavior that is important for the sub-
sequent discussion. This is the goal of generality, or. as many would put it,
methodology; the designer strives to avoid the necessity of repeating the
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thought process when faced with a similar goal-attainment problem by delin-
eating the steps in the process of producing a design.

In a sense, this design goal consists in communicating with another designing
mind faced with similar problems. Once the designer has had some success in
this fourth effort, he can say that he can tell why a design is good, in addition to
telling the what, when, and how, which the first three efforts attempt to accom-
plish. The broader the class of problems that a design methodology can be used
to solve, the deeper the “explanation of the design”. 

It is evident that some ”other mind” is critical for the designer, whether it be his
own mind later on or some different person. This other mind transforms
thoughts into action (3) or into other designs (4). In understanding the design
process it would be very convenient to have a standard ”other mind,” which the
student of design could use to test the effectiveness of various design processes.
A recently developed mind, the digital computer, is a likely candidate. We can
defer for later argument the question whether a computer ”has” a mind. For the
present, it appears to be a good candidate for a standard because (a) its pro-
cesses belong under the category of thinking, and (b) in principle one can test
whether a set of ideas have been adequately transmitted to it. 

So our question is whether it is possible to tell a computer how to design an
inquiring system, or, in other terms, teach a computer to conduct research. The
purpose is not to design an ”automated” researcher, but rather to discover what
in the research process is truly the ”lonely” part, the part that cannot be
designed, at least relative to a standard computer. 

A ”standard (digital) computer” means a machine capable of receiving discrete
inputs, say, from a typewriter, and performing symbol manipulation on these
inputs in accordance with specific rules (instructions) which can also be given
to it via an input device. The computer can then pronounce its results, e.g.,
through a ”print-out.” The ideal standard computer has perfect replication:
given the same inputs, the results will always be the same. This means that the
standard computer can communicate with itself at a later time, i.e., it has a
”memory.” A set of inputs and instructions which operate on the inputs is
called a ”program.” 

Actually, one need not have used a computer as a standard, because a concep-
tual idealized logic machine would have done as well; one then has recourse to
the rich literature of symbolic logic in order to precisely define ”formal think-
ing” in terms of symbol manipulation. But the computer is better known, and
there are many prototype programs which help illustrate the discussion of
design. 

  On the Design of Systems

We are specifically interested in the design of systems, i.e., of structures that
have organized components. As we move into the discussion in greater depth,
we shall have to say a great deal about the concept of a system, but one central
problem of all systems design can easily be illustrated. For example, the
designer of a home for a family is designing a system. Narrowly, he may think
of a particular instance of a design as the specification of a physical house, des-
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ignated by a complete set of architectural drawings and specifications. In this
case, the components may be the rooms, and the relations between the compo-
nents may be the geometrical scheme of the house in three-dimensional space.
But the architect may ask himself a broader question: whether the house is not
a component of a larger system, consisting of the family (or its activities) and
the house. When he does ask himself this question, he may wonder whether his
design task should include the design of a part of the family's activities. For
example, he may wonder whether he can change the family's typical way of
using the kitchen facilities. Still more broadly, he may ask whether the house
plus family is not a component of an urban social system, and whether he
ought not to consider alternative designs of this entire community. If he per-
ceives his task in the narrowest sense, then he tells himself that the larger sys-
tem is not his concern; how the family behaves is entirely up to them, or how
the community is planned is entirely up to the planners and politicians. In such
a case, he believes that the maximum size of the system is the house (plus, say,
its location on the land). He may believe that there is a larger system that may
concern some other designer; such a larger system may be the city in which the
house is to be placed. But as far as he is concerned, larger systems are not rele-
vant to the effectiveness of his choices.

Thus, one system design problem of central importance is to decide how large
the system is, i.e. its boundaries and environment. A closely related problem is
one of determining the basic components, i.e., the components that do not con-
tain subcomponents. For example, the architect may decide that there are ulti-
mate choices he can make from a catalogue: he cannot or should not consider
alternative ways of putting together the parts of a window, since this is entirely
up to the window manufacturers. In this case, he regards the system to have a
smallest component.

All men are system designers, and each man tries to determine what in his
world, is the largest system and the smallest. For each human, the system he
designs is his life, i.e., his self. The question all of us face is what is the largest
and smallest system which constitutes the self? Where does self designing
begin and end?

The trouble with such a question is that it is so confusing The intent is clear
enough in each specific case, however. A man must decide whether to pay
attention to his own survival and welfare only, 0r his family's, or his city's, or
his nation's, or the world's, or of ”space”. He must decide whether to ”take”
what is offered in terms of goods and money, or to create his own in either
direction he looks for the broadest and the deepest limits of his world of system
design. But to translate these familiar problems of human living into a form
that can receive sensible general answers is the difficult task.

As we proceed in the discussion of the design of inquiring systems, we shall
find that we must face the question of the largest and smallest system what is
the largest sell of components the designer of inquiring systems must consider,
and what are the fundamental components that cannot be further analyzed
into systems? To illustrate, is it enough to consider just the acts of formulating
hypotheses and testing hypotheses? If this is essentially all that an inquirer can
be expected to do, then such matters as generalizations from theories or the
communication of results are taken to be outside the purview of the inquirer,
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and hence matters of concern to other systems. Likewise, if the human being is
regarded as essential for inquiry but the process by which he creates new ideas
is taken to be forever beyond the scope of analysis, then the human creator is
regarded as a fundamental component, one lower bound of the hierarchy of
components.

To the four characteristics of design given above, we must therefore add a fifth
which is specific to the design of systems: the systems designer attempts to
identify the whole relevant system and its components; the design alternatives
are defined in terms of the design of the components and their interrelation-
ships

  On inquiry

Inquiry is an activity which produces knowledge. This definition by itself is not
very helpful unless the reader had never thought of inquiry in s0 broad a man-
ner. But the definition does serve as a springboard for further clarification. By
”produces” we mean ”makes a difference in and of itself.” In other words, for an
activity to be said to produce a result, it must really matter, and to test whether
it matters one determines whether the absence of the activity would have
resulted in something different. As for ”knowledge,” we shall want to discuss
the concept in great detail, because what we mean by an inquiring system
depends very much on what we mean by knowledge. Thus, in a way, the pur-
pose of this essay is as much to define knowledge as it is to discuss the design of
inquiring systems.

Knowledge can be considered as a collection of information, or as an activity, or
as a potential. If we think of it as a collection of information, then tl1e analogy
of a computer's memory is helpful, for we can say that knowledge about some-
thing is like the storage of meaningful and true strings of symbols in a com-
puter. In order to better define this storage, we would then proceed to explain
what ”meaningful” means, and the conditions under which one could test
whether storage has occurred. For example, using logic, we might assert that a
string of symbols is meaningful if it is a well-formed formula in some formal
language, and it is true if it meets certain semantic tests. We would go on to say
that the string is stored if it can be retrieved by a specific set of operations, e.g.,
by querying the mind in a certain manner.

It is rather easy to imagine how this definition of knowledge leads to a very spe-
cific problem of design, and how the computer could readily play a central role
as the ”standard mind” in the sense of the fourth stipulation given above.
Indeed, there are many enthusiasts who look forward to a national (or world)
network of scientific and technological information, where men can go with
their questions about nature and receive the most up-to-date answers. Admit-
tedly there are colossal design problems to be faced in order to make such a
modem library feasible, but the conceptual idea seems clear enough. But is it?

In much of the popular literature about research and science, the authors often
assume that the meaning of a ”systematic collection of known facts” or ”collec-
tion of information” is a clear concept to most readers. Apparently they think of
a ”collection” in terms of a library, and a systematic collection to be like a well-
run library with an adequate indexing and cataloguing system. However, no
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library qualifies as an entity having a ”state of knowledge” in the sense dis-
cussed above. It is true that stored in it are strings of meaningful symbols. But
it has no adequate way of showing which strings are meaningful and which are
true. We would have to say that the state of knowledge resides in the combined
system consisting of the library and an astute and adept human user. Even
then, we would find it most difficult to arrive at a satisfactory test of whether
such a system really had knowledge of a certain kind.

To review briefly some of the more obvious conceptual problems of a library of
science:

1. Does the library speak the same language as the user? (i.e., do the user's cat-
egories exactly correspond in semantic meaning with the library's? Even
between two scientists within the same discipline, the answer is apt to be a
strong negative.)

2. What if the user doesn't know what question he really needs to have
answered! For example, he may ask what drug is most effective in curing a
disease, but may not ask for the side effects; should the library tell him? Pos-
sibly. But now suppose the user is an engineer who wants to know the
strength of some material that will be used in a vehicular tunnel, but actually
the tunnel itself is an economic waste of public funds. Should the library tell
him so?

3. Should the library give some estimate of the quality of the information?
How? That is, how can it do this without knowing a lot about the user and
his purposes?

4. A national scientific library would be very expensive if it were to be available
to all citizens; how should we assess the value of this public project against
other public projects? That is, what are the boundaries of the inquiring sys-
tem?

Thus the commonly uttered definition of science as a systematic collection of
knowledge is almost entirely useless for the purposes of designing inquiring
systems, because the definition fails in all ways to provide any clue concerning
what the inquiring system is supposed to accomplish. ”Science” is certainly not
the Library of Congress, any more than medical science is the National Library
of Medicine plus the Index Medicus. But what more is science besides these
”systematic collections”?

Put otherwise, to conceive of knowledge as a collection of information seems to
rob the concept of all of its life. Knowledge is a vital force that makes an enor-
mous difference in the world. Simply to say that it is a storage of sentences is to
ignore all that this difference amounts to. In other words, knowledge resides in
the user and not in the collection. It is how the user reacts to a collection of
information that matters. Hence we should turn to the other concepts of
knowledge, action and potential action. The action conception of knowledge is
pragmatic; knowledge is an ability of some person to do something correctly.
The person exhibits a form of knowledge if he can perform an assigned task
correctly. But this is only a very restricted notion of the class of actions repre-
senting knowledge. In the first place, we would not want to argue that an entity
has knowledge only when it is acting. A carpenter knows how to frame a win-
dow even when he's sleeping. But this is a familiar enough condition of many
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physical objects: a copper wire is a conductor of electricity even when no cur-
rent flows through it. Indeed, only rarely do the objects of the world become
tested for their properties, so that almost all of them are described in terms of
what they might do under certain circumstances. Thus knowledge is a potential
for a certain type of action, by which we mean that the action would occur if
certain tests were run.

For example, a library plus its user has knowledge if a certain type of response
will be evoked under a given set of stipulations, e.g., a correct sentence given a
certain type of question. This way of conceptualizing a collection of information
is far more useful from the design point of view than thinking of a library alone
as a collection; a library so designed that the retrieval of information is either
impossible or much too time-consuming is not a collection of information, no
matter how many correct sentences are stored there. It is not a collection,
because it fails to provide the correct response, given a query.

The vitality of knowledge resides not only in its being merely a potential, but a
potential of a very powerful sort. It is not enough to perform correctly-many
ignorant minds do this on occasion by the laws of chance. To be knowledge-
able, one must be able to adjust behavior to changing circumstances. The les-
son is a familiar one. All of us on occasion will treat another human being with
understanding and compassion; it takes a lifetime to learn how to treat a
human being with understanding despite changes in mood, changes in eco-
nomic circumstances, and the advent of tragedy. Any man can learn to ”sail” in
one fine afternoon; it takes a lifetime to learn how to sail. Knowledge is being at
once at ease with a subject and deeply engrossed in it. Knowledge carries with
it both a tremendous joy and a great despair-a joy of being at one with a whole
area of living human activity, and a great despair in recognizing how little this
oneness really is compared to what it might be. Nothing touches the true depth
of the human spirit so much as the act of knowing.

Perhaps no greater poetry in praise of knowledge was ever written than
Spinoza's Ethics. The point of the poem was not only to dignify once more the
ability of man to know, but also to portray this state in all its magnificence. The
smaller mind of the early learner is constantly worried about its freedom to do
many things; it abhors the tedious discipline of learning calculation, learning
scales, practicing the steps. It wants above all to be able to do something else,
something other than what it is now being forced to do. The larger, knowing
mind at last attains the state of desiring to do the same thing no matter how the
situation changes. But it also comes to realize that ”doing the same thing” is not
a rigid routine, mechanically performed. Instead it is the ability to pursue what
one most deeply desires, to express what one fully realizes needs to be
expressed, no matter how difficult the circumstance, how tedious the task, how
tragic the mood, or how joyful the occasion.

Despite the wonders of modern science as a creator of knowledge, men have
found it very difficult to determine how they should feel about knowledge. In
Spinoza's day, knowledge, i.e., pure truth, was a marvelous accomplishment, to
be glorified in its own right. Today we are highly suspicious of what science
produces, and are not in the least comforted by the spokesmen for science who
still proclaim its purity of heart. Indeed, we have made up a term, ”scientism,”
which would sound peculiar indeed to Spinoza’s age: it means the attempt to



Chap 1: Design and Inquiry   10

reduce all matters of concern to science. If ”science” means intellectual under-
standing, then Spinoza would be puzzled and horrified to learn that modern
man is afraid of scientism, i.e., afraid of ”reducing” his most serious problems
to intellectual understanding. Clearly our ”science” does not mean what
Spinoza took understanding to mean. It does not because, in the course of
events, science left out of its concern certain ingredients that men of Spinoza's
day would have regarded as essential for understanding: moral value and God.
We have a way of saying that a weapons system is ”good” or someone is a
”good” manager, without meaning to imply that either has moral worth or ulti-
mate intrinsic value. For Spinoza, without a clear concept of the ultimate
human values, one cannot appreciate understanding, and without a God one
cannot evaluate understanding.

To the designer of an inquiring system, these remarks are quite relevant. He
must wonder whether the system is to be designed to produce knowledge of the
sort that present-day man calls knowledge, or of the sort that Spinoza called
knowledge, or something else. If knowledge means the ability to pursue goals
though the world about us changes, then perhaps an inquiring system that pro-
duces ”science” does not produce knowledge. There seems to be sufficient evi-
dence to make the designer at least pause long enough to consider this issue.
There is no way to consider it except to permit some breaking away from
present practice; perhaps, as I have been hinting in resurrecting Spinoza, we
need to turn toward a reactionary policy. In any event, the designer must let his
feelings, as well as his common sense and thought processes, tell him some
things.

  On Design and Implementation

It can be seen that design, properly viewed, is an enormous liberation of the
intellectual spirit, for it challenges this spirit to an unbounded speculation
about possibilities. The student of modern science is constrained to the bound-
aries of accepted practice: what scientists do, try to do, expect to do, can do. He
has been trained-rather than educated -to assume that ”inquiry” must be lim-
ited within these constraints. He also takes the method of inquiry to be a recon-
struction of scientific practices, a reconstruction that eliminates
inconsistencies arising out of the confusions of individual scientists, and he
tries to build a logically satisfactory theory of verification. But this reconstruc-
tion is based on practice, not on imagination.

The liberated designer of inquiring systems, on the other hand, will look at
present practice as a point of departure at best. A liberated designer of vehicles
can wonder whether men should transport themselves and their goods in the
awkward way they now do. Such a designer asks himself why some people need
to dash around over the earth's surface. He wonders, ”What is the largest trans-
port system? Does it include communications as well? If so, can we design a
system where a person has a choice as to whether he travels or telephones?
Could we more economically hold television conferences? But then why do
men have to confer? Does the transport system include social and psychologi-
cal aspects of human behavior? U so, what is the optimal design of a confer-
ence?” And so on.
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The intellectual freedom that belongs to the designer must be paid for at a con-
siderable price. We shall want to ask ourselves what is the largest inquiring sys-
tem, and this question will certainly take us far beyond the limits of modern
science, its laboratories, and its libraries. But in the end, we, like all designers,
must come back to face reality. This means that we must ask: What can be done
about it?

The transport designer may decide that yes, the communications system is
included in the transport system. Yes, people travel too much, and television
could easily eliminate the need for so many trips. Yes, let's get the federal gov-
ernment to subsidize large-scale research into feasible televised conferences.
Everyone knows the consequences of such a suggestion: the airline, bus, and
rail companies won't see it that way at all. The consequences will be political as
well as intellectual.

The situation reminds us of the many suggestions made by academic minds as
to how to solve the world arms question. If Nation A would destroy one weapon
unilaterally, then Nation B would follow suit; if Nation A would put up a bond
with the United Nations or designate a group of its most prominent citizens as
hostages, then no aggressive act could occur. What the suggesters failed to real-
ize-or did not know how to realize-is that the human being does not move from
one kind of activity into another just because on some grounds the latter
appears more ”reasonable” than the former.

These remarks suggest that the definition of design must be enlarged. Design,
according to the first two stipulations given above, is primarily a thought pro-
cess. The third and fourth stipulations add communication, and say that a suc-
cessful design is one that enables someone to transfer thought into action or
into another design. But suppose that ”someone” doesn't want to make the
transfer of the design into action, even when thought says that the action will
serve his own best interests? Suppose the ”someone” is against change even
when thought says he ought to change?

Should the designer of systems include resistance to change in his design? To
fail to do so seems to leave out the most important aspect of the problem. But
how to include resistance to change is not at all easy to see. Often the rede-
signer of a system-like an industrial firm – would be wise if instead of first ask-
ing what's wrong, or what changes would create the greatest cost savings, he
asked himself what can be changed, and how? It takes only one or two days of
work in many federal agencies to learn about practices that are unnecessarily
time consuming; it takes several months of frustration to learn that this infor-
mation about the system is useless because the obvious changes can't or won't
occur.

What hope for change is to be expected by the designer of inquiring systems?
At first blush, very little. Scientists tend to develop very strong opinions about
the validity of their own methods, as every critic and adviser soon discovers.
Like most decision makers who hold some position of prestige and rank, they
classify possible change into two kinds, the sort that will threaten their position
and the sort that will not. I can tell a researcher about a new article that he
might not have read, and he will not only be grateful, but will go and read the
article. I can also tell him about some work done in another field that he would
not normally be expected to know. But if I tell him that his basic method is bad,
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or his facts unreliable, or he ignores relevant sources in his own field, I tell him
that he doesn't deserve the position he has.

Quite naturally, scientists tend to resist changes in their basic outlook on the
world. They find reinforcement from their fellow workers. It would be futile
indeed to suggest to our scientists of today that they've probably been con-
cerned with the least important and easiest problems of nature, no matter how
valid the statement might appear to the designer. Only on matters that do not
threaten their role do scientists show a ready inclination to adopt change.

Thus it seems to accomplish very little for the designer of inquiring systems to
say that scientists ought to spend much more time on the study of the brain, or
of disease, or of social systems, or of human wants and needs. The scientific
community, far from accepting them, is simply not organized even to consider
such suggestions in a systematic way.

But if the designer suggests better ways of indexing and abstracting, or in gen-
eral suggests some ways of improving channels of communication in science,
then both the organizations required to consider. the proposals and the neces-
sary deliberative attitude are available. Few scientists will feel any threat to
their roles; now the resistance, if any, will come from the current custodians of
documents: editors, publishers, and librarians.

It almost seems as though science can change only in trivial ways, or only in
rather dull technical, if important, ways. The designer can color the walls a dif-
ferent shade or rearrange some of the passageways between the rooms, but the
basic structure remains.

There is one consideration, however, that may lend a shade of optimism to this
gloomy picture of the designer's task. Problems of allocation of resources
always suggest to the designer that he may be able to eat his cake and have it,
too. This seems especially to be the case in the allocation of time, when the
designer goes to work to determine whether the same task cannot be accom-
plished in less time, or better accomplished in the same time.

In other words, the problem of inquiring systems may not be so much the allo-
cation of personnel and budgets to various areas, but rather the improvement
of the process of research itself. Consider the possibility that 50 percent of a
skilled researcher's energy is spent on activities that an intelligent technician
could accomplish just as easily, with perhaps more accuracy. Can we design
research organizations so that a more satisfactory allocation of this precious
energy is accomplished? This is a very subtle question, and perhaps a badly
posed one, since it appears to make the questionable assumption that research-
ers carry around so many units of energy which they can allocate to various
tasks. The more general issue is whether research activity can be vastly
strengthened by strengthening its support activities. We are all familiar with
various forms of these activities: literature search, comparison of concepts and
ideas. mathematical modeling, computation, reporting, etc.

  On Intelligent Technicians

The term ”intelligent technician,” introduced by Allen Newell, seems a very apt
phrase to describe this sort of support activity of research. It may be a good
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name for the ”standard computer” discussed above. If we turn our attention to
the design of such technicians, we may find a way to consider the whole design
of inquiry that permits both wide speculation and realism. Our interest will not
only be confined to the intelligent technician because we shall be trying to
understand the nature of the broader system that includes the technician as a
component.

The realism of the design of the technician's role lies in the possibilities of com-
puter design. We shall be asking ourselves to what extent we can instruct an
idealized computer to perform support activities for research. But this is not a
book on detailed design as such, but a prolegomena to all such designs. Our
interest is in determining how to regard such technicians. Specifically, what
tasks of research can they perform and what tasks are forever beyond their
capabilities?

We can easily estimate some answers on the positive side: these technicians
already do a reasonably good job of storing and retrieving information, con-
densing information, building simple and sometimes complicated models,
computing at fantastically high speeds, printing out results, and so on. At
present the computer technician is a clumsy animal, hard to consult readily,
and expensive, but all these defects are temporary. The interesting question for
speculation on the designer's part is what this technician cannot do.

As was pointed out above, the obvious reply is unfortunately a tautology. It is
the reply that the intelligent technician cannot create new ideas, cannot make
innovations. Possibly, though not certainly, the technician could not have writ-
ten this book. The reply is a tautology because what is meant by the creative act
is an act that cannot be designed beforehand, although it may be analyzable in
retrospect. If this is the correct meaning of creativity, then no intelligent tech-
nician can be creative. But this conclusion is absolutely worthless for the
designer of inquiring systems. What he needs to know is the method of identi-
fying the creative act. It does not help the designer when the creator says that
he doesn't know how he came upon a given idea, nor is the creator's inability to
describe his process of creation any evidence that his innovations cannot be
designed; the creator may not have the ability to reconstruct his own thought
processes.

Thus the attempt to have our whiskey and drink it too can perhaps be accom-
plished if we keep an eye on the design of an intelligent technician who will
minimally threaten the establishment, while at the same time we let specula-
tion take us far beyond what scientists do or are apt to want to do in the fore-
seeable future.

  Historical Designs of Inquiring Systems

How shall we proceed? As I suggested above, a reactionary process of discus-
sion offers some very attractive possibilities. The current tendency in designing
inquiring systems is to bolster science and its research as it is conceived today.
But in every age when men have struggled to learn more about themselves and
the universe they inhabit, there have always been a few reflective thinkers who
have tried to learn how men learn, and by what right they can claim that what
they profess to learn is truly knowledge. This is reflective thinking in the literal
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sense: it is the thinking about thinking, doubting about doubting, learning
about learning, and (hopefully) knowing about knowing. If we accept the thesis
that these reflective minds did indeed learn about learning, then their contri-
bution to knowledge is quite important for the designer of inquiring systems.

In a way, we can regard the history of epistemology (theory of knowledge) not
as a description of how men learn and justify their learning, but as a descrip-
tion of how learning can be designed and how the design can be justified. This
way of reading the older texts requires a translation, not from one language to
another, but from one philosophical aim to another. We are less interested in
what Leibniz, say, was trying to accomplish than in what his attempts mean to
the designer. Therefore when we speak of a Leibnizian inquiring system, we do
not mean that this system is an exact account of how Leibniz conceived the the-
ory of knowledge; rather, it is a reconstruction of Leibnizian ideas in the lan-
guage of the design of an inquiring system.

In the case of each writer, we shall follow enough of what he has to say to be
able to construct a design of an inquirer, and we shall see what he or others
have had to say about how satisfactory or unsatisfactory such a design really is.
Since we are interested not only in the design of an intelligent technician, but
also the broader questions of the design of creativity and the limits of the
inquiring system, our investigation will take us far beyond what we can feasibly
put on a computer at the present time.

It will not hurt to say where this historical journey will lead. It will suggest
some very rich and exciting designs, each design in some sense encompassing
the best features of its predecessors. But in the end it will conclude that we are
faced today with some critical design problems we do not know how to solve.
There will be the suggestion that science's mode of representing nature is very
restricted, so that it cannot even talk about some of its most pressing problems
and specifically its relationship to other social systems; For example, science
has no adequate way of studying its own relationship to politics, to religion, or
even to a system apparently quite close to its own interests, education. As a sys-
tem, science cannot discuss social change (implementation) in any but a very
restricted sense. Finally, and perhaps most important, science has no adequate
way of studying the elusive, since it always aims for precision, and hence in
some real sense science is alienated from nature.

The particular historical figures chosen in this exploration are in part a per-
sonal choice. Plato, Aristotle, or St. Thomas would certainly be reasonable can-
didates. But the renaissance of epistemology in the seventeenth century has
seemed to me to make a better starting point because everything was so open to
speculation and imagination. One of the greatest men of this age, Rene Des-
cartes, could honestly call for a clearing of the slate and the design of an inquir-
ing system de novo, which, after all, is what this chapter has asked for.
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Chap 2: Leibnizian Inquiring Systems: Fact 
Nets

The Inputs of Inquiring Systems

Many persons who have thought about the methods by which men gain knowl-
edge have come to the conclusion that the mind begins by learning the simplest
and clearest things first, and then proceeds to learn about complex matters by
“building up” from these elementary forms of knowledge. Thus the student
learns geometry or astronomy by first being introduced to the “elements” and
then proceeding to more advanced topics. Von Neuman and Morgenstern,
when discussing the implications of the theory of games, suggested that a two-
person, zero sum game is analogous to the two-body problem of astronomy,
and that with diligence we may move from the elementary competitive phe-
nomena to a precise formulation of “real life” economic competition. However,
from the point of view of the design of an inquiring system, it is by no means
obvious that the elementary-to-complex process is optimal, no matter how
attractive it may seem at first glance. 

The second feature of inquiring systems that many thinkers take to be obvious
is that the system's learning begins with an “input” or, as older writers would
say, with sensory experience of the outer world. Thus the so-called realist
abhors the abstractions of introverted minds which weave the webs of imagina-
tion and fantasy, no matter how refined, precise, and regular the fabric may be.
But here again the designer of inquiring systems must not let himself be led
unconsciously by the forcefulness of common sense. The design question is
whether the ultimate origin of the material the inquiring system processes
must be considered as an input, i.e., as a “given” which the inquiring system
cannot decide about or control. If inputs are defined in this way, it is by no
means obvious that “inputs” are optimal in the design, because the inquiring
system may lo se control at the very place where control is most needed,
namely, the origin of the “matter” (sense data, idea, or whatever) which it pro-
cesses.

If we join the t wo concepts of the design of an inquiring system, we see that
there are four pathways the designer may follow. He may so design the system
that: (1) it begins with elementary inputs which are clear and distinct; (2) it
begins with clear and distinct idea as which are not inputs (i.e., not “given”
externally); (3) it begins with unclear inputs; or (4) it begins with unclear mate-
rial which is not an input.

In this and the next few chapters we shall see that there are very convincing
arguments to show that the first three alternatives are unsatisfactory from a
design point of view. In this chapter we shall reexamine the epistemology of
seventeenth-century rationalism in order to see why choice 2 is inadequate for
those designers who wish to avoid inputs, and in the chapter on Lockean
inquiring systems we shall see why choice 1 runs into design difficulties. Choice
3 will be discussed in detail in the chapter on Kantian inquiring systems; its dif-
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ficulties set the stage for much richer designs along the lines of choice 4, which
will occupy the rest of the book, beginning with Hegelian inquiring systems.

It will be seen then that our historical excursions have as their main purpose
the establishment of a design base, namely, an inquiring system which is open
as to its beginnings and which has control over all the material it processes.
Two points should be kept in mind. First, it should be reemphasized that
“input” has a very specific meaning here, in terms of where the control of the
origin of the system’s material lies, within the system or outside. Second, since
we shall be arriving in this chapter at a system (called “Leibnizian”) which
accepts choice 4, this system will be the base on which all subsequent systems
(beyond the Kantian) will build: all subsequent designs are “Leibnizian” in one
very real sense.

In this discussion I have talked about the “material” which the inquiring sys-
tem processes. Hence I have implicitly assumed, and now for the next several
chapters will explicitly assume, that the inquiring system is a processor, and
specifically a symbol processes. The symbols may have many different forms:
they may be sentences, or “cones,” or a set of digits, or “pictures,” or some other
images. In addition to identifying the symbols, the processing of the inquiring
system includes storage (in memory) and retrieval (recall from memory), and
the combination, transformation, and breaking up of symbol clusters. The first
design concept introduced at the outset of this chapter says that the inquiring
system should be so designed that it can examine each symbol or cluster of
symbols and determine whether it is (a) simple or complex, and (b) clear or not
clear. To be specific, if the symbol is a sentence, and the sentence is simple and
clear, then the thesis asserts that the inquiring system can determine directly,
without reference to anything else, whether the sentence is true or false. The
design choice is to have the inquiring system begin by selecting those sentences
that are simple and clearly true, which it subsequently combines to develop
more complicated truths.

In order to develop this design thesis, we need to answer t wo fundamental
design questions: (1) where do the symbols (sentences) come from? and (2)
how does the inquiring system know that its direct classification of a sentence
into “true” or “false” is warranted? In this chapter we shall be concerned
mainly with the second question the warranty of the simple and clear truths-
although inevitably the discussion will lead us into some ideas about how to
answer the first question:

Now the second question presupposes that the inquiring system can identify
simple and clear items, and the designer needs to know how to design the sys-
tem to do this. It is true that the human mind often seems quite capable of per-
forming this task. If I offer the following four sentences, many human inquiring
systems would have no trouble at all in classifying them into the simple and the
clear: “2 + 2 = 4"; “This patch is blue”; “The quality of mercy is not strained”;
“The acceleration of a falling body in vacuo is constant.” The first t wo sen-
tences are candidates for being simple and the first is a candidate for being
clear and true. Assuming that the human mind can perform this kind of exer-
cise, how does it do it? It should be emphasized that we cannot say that human
minds “obviously” have the capacity of recognizing simple and clear inputs,
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because this statement provides no clue for the designer, i.e., the person who
wants to know how the mind has this capacity.

Even if the problem of simplicity can be solved, there is still the additional
problem of determining which simple and clear items are true. In other words,
what guarantees that the processor that stamps “truth” (or “falsity”) on simple
and clear items is working correctly?

To study the questions of simplicity and truth, we turn to historical resources of
ideas, and begin, as men so often do on these matters, with Descartes.

  The Cartesian Guarantor

Suppose we translate a portion of Descartes' Meditation III of his Meditations
on the First Philosophy not from French to English but from a descriptive
account of a man's reflections to a theory of the design of inquiring systems:

“Why is it not sufficient to say that the designer of an inquiring system need
only design into the system the things that are very simple and easy to under-
stand in the sphere of arithmetic or geometry, e.g., that 2 + 3 = 5? But the
designer has some reason to question these ‘givens’, because for all he knows
he has designed a system in which the inputs originate from an unreliable
source. For if the designer simply permits the system to accept the so-called
clear truths of arithmetic and geometry as inputs, then it is easy enough for
him to conceive that the input device causes error even though the system takes
the error and classifies it as clearly correct. In order to remove this fundamen-
tal defect of the inquiring system, the designer must design the system so that
it can guarantee the validity of what it takes to be clearly correct sentences.
Thus the designer must design the system so that it can prove that (1) there is
an origin of the sentences and (2) this origin cannot produce sentences that are
taken by the inquiring system to be clear and true and yet are actually false.
Inability to solve these t wo system-design problems means a failure to design
an inquiring system at all.” It will be noted that Descartes does acknowledge
the need for an origin of the sentences of the system, but since the inquirer can
control the sentences it accepts (in terms of their clarity and validity), the sen-
tences are not “inputs” in the sense given above.

The point that Descartes makes is both fundamental and relevant to any
research into the design of inquiry, including problem-solving machines: is the
system capable of guaranteeing the validity of its own results? Consider, for
example, the Samuel checker-playing machine (1963) that seems to perform
reasonably well in the task of playing checkers. Does the machine know that
the rules by which it plays are valid? The answer is rather subtle, and in the
long run may be “yes,” because the Samuel checker player need not rigidly hold
onto a strategy; to some extent it controls the rules by which it plays. On the
other hand, most existing chess-playing and problem-solving machines do not
control the rules (Newell, 1963, 1963a; Geleffiter, 1963). Finally, the Samuel
checker player begins with the rules of checkers, which it does not control.

At first sight it seems to be an outrageous requirement that the designer of an
inquiring system design the guaranteeing component, because this seems so
much the task of the human mind. But this book is not chiefly concerned with
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machines as such. That is, the designer is not constrained to the use of
machines as his only resource. If no machine has been built comparable to the
human brain, or even the monkey brain, then the designer can surely design
his system with human or ape minds if he so chooses. The Cartesian question
still remains: how to design the man-machine system so that the whole system
can guarantee its direct method of certifying the truth and falsity of simple and
clear proposals.

  God as the Guarantor

Unfortunately, Descartes does not provide a very helpful answer, though his
argument is surely worth repeating. The iquiring system, he says, must be
designed with a capability of showing: (1) that the ultimate origin of its symbols
is God, if He exists; (2) that God exists; and (3) that God is never a deceiver.
The first assertion in the hands of Descartes is a tautology: God is defined as
the ultimate cause of all things. Thus the inquiring system can prove this asser-
tion if it has the capacity to define God in this manner and if it knows that tau-
tologies are true.

The second assertion is a much more difficult matter to analyze historically, as
we shall see. The problem is to determine what the inquiring system needs to
know in order for it to know that God exists. Briefly, Descartes seems to argue
that it must know that every event has a cause, and that the causal chain is
finite (“bounded” in mathematical terms). The upper bound of the chain is
defined as “God.” Assuming that the inquiring system knows that “causes” is
transitive and asymmetric, then it knows that God ultimately causes all items
of its symbol stream, and God's actions are never caused by anything.

This does not yet imply that God is unique. Hence the inquiring system also
needs to know that the upper bound of t wo causal chains must be the same
thing.

The third requirement, to prove that God is not a deceiver, is even more diffi-
cult, for there seems to be nothing inherent in the definition of a first cause that
would guarantee its reliability. Thus the inquiring system must somehow know
that the unique upper bound of all causal chains is benevolent. Furthermore,
there needs to be a knowledge that the causal chains ending in simple and clear
inputs to the inquiring system are not distorted, i.e., that what appears true is
in fact true. Thus the Cartesian inquiring system needs to have an ability to
know many things that today's science would seriously question.

Furthermore, Descartes' inquiring system can somehow identify the simple
and clear sentences, but how it does this is not apparent at all. We can suspect,
for example, that 2 + 3 = 5 is not simple, but a fairly complex assertion built up
from a set of “simpler” sentences in arithmetic. Anyone who has worked in the
fascinating area of “axiomatizing” a formal, deductive system becomes quickly
aware of the enormous number of design choices in the selection of the axioms.
There are at least a dozen axiom sets for Boolean algebra, for example, and it
seems a matter of taste, not knowledge, as to which begins with the simplest
and clearest ideas. Nicod (1917-1920), for example, reduced the set of axioms
for the sentential calculus to one sentence, but no one could claim that this sen-
tence is clear and obvious.
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Finally, it is worth mentioning in passing that Descartes did try to invent a
design method-the method of doubting-that would lead to some unquestion-
able simple truth. But later reflection of a logical character shows that the
method is defective; as long as we insist that the inquiring system meet ele-
mentary requirements of logic, the Cartesian method seems inapplicable.

Nevertheless, it would be foolish to end this discussion on such a discouraging
note. People do resort to the Cartesian method in religion, morality, and poli-
tics without much question. If one says that the Bible must be right because it is
the word of God, then he is following the line of attack for religious inquiring
systems that Descartes suggests. One begins by identifying the origin of reli-
gious statements, satisfies oneself that the origin is not deceptive, and builds a
religious doctrine on the simple, clear, and valid truths. The clash between reli-
gious and so-called scientific inquiring systems is well known, nor is the debate
settled except in the minds of strong believers. But from the point of view of the
open-minded designer, it is as yet very difficult to see how to implement a Car-
tesian program, and hence the designer seeks to see whether there are not
more understandable design choices.

  Spinoza's Intuition

As has been mentioned, if the inquiring system could operate as a formal sci-
ence like geometry, then its “beginning” must be some set of axioms. To avoid
the debate about which axiom set is simplest, suppose we give up the require-
ment of beginning with simple sentences and address ourselves to the question
whether an inquiring system can be designed that will accurately identify the
true axioms. We shall say, following Spinoza, that the inquiring system has a
pr9cesser that intuitively accepts certain assertions.

Mathematical economics seems to be a good example of such an inquiring sys-
tem. Consider, for example, the axiom which asserts the transitivity of prefer-
ence: if A is preferred to B, and B to C, then A is (or rationally must be)
preferred to C. The intuitive appeal of this assertion is so great that few if any
economists feel the urge to build formal economic systems in which the axiom
fails. Geometry, of course, is the classic example; the intuitive strength of
Euclid's “postulates” was so great that for two thousand years geometers played
their games strictly within the domain of geometrical relations which Euclid
laid down. Even when non-Euclidean geometries were discovered in the early
nineteenth century, most mathematicians never thought of them as valid.
What characterizes the intuitive appeal of certain assertions? Could we design
an inquiring system with intuition? Spinoza's genius suggested a clue, what one
might call the “recursive” property of intuition: the intuitive faculty is such that
when it directly accepts a proposition as true, it also directly accepts that it
knows it to be true. In order to understand this idea better, we can recall
Spinoza's taxonomy of inquiring systems. There are four types, the first three
requiring inputs.

The first method of inquiry he calls “hearsay” (ex auditii). This is the kind of
“knowledge” a computer has when information is programmed into it and
stored in memory. There is nothing in the computer to guarantee that this
information is accurate, but the computer can retrieve it on request, sometimes
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in fairly subtle ways. A good example is Synthex (Simmons, 1960), which has
stored a small encyclopedia in a computer, and which answers elementary nat-
ural language questions. The entire encyclopedia is an input because Synthex
cannot guarantee the validity of the information stored in it, and the system
will respond inaccurately if the encyclopedia is wrong, without any feeling of
inadequacy on its part. On the other hand, Synthex can evaluate answers to
questions in terms of its own storage. For example, it can assert that one of its
proposed answers is “not very relevant” or “not very accurate” in terms of what
it has stored in its memory.

The second method Spinoza calls “vague” experience. This is “experience that
is independent of the intellect,” i.e., independent of cognition. A good example
is the pattern-recognition machines. The “lowest” form of these machines rec-
ognizes patterns only if they are exactly like a standard within a specified mor-
phological range, for example, contain lines that intersect at specified points on
a grid. The more sophisticated forms act more like the perceiving eye, and can
extrapolate, or otherwise fill in unspecified gaps, and thus recognize a badly
written A, for example. EPAM (Feigenbaum, 1963) is at a still higher level in
this category, since it can subclassify patterns into parts and other properties.
Spinoza would not permit the term “intellect” to apply to these machines,
because they do not contain any device that permits explanation. Thus even
though EPAM can memorize nonsense syllables, it cannot ask why a given
input occurred with a recognizable set of properties. It has no intellectual curi-
osity.

The third type of inquirer has “knowledge that arises when the essence of a
thing is deduced from another thing, but not adequately.” Examples are prob-
lem-solving and game-playing machines. The machines can examine a pro-
posal, tell whether it is likely to be true or false, and attempt to prove the truth
or falsity from a set of given axioms or rational principles. The problems may
be of the Sunday-supplement type, or serious problems of a branch of mathe-
matics, or the playing of a game like chess or checkers. Spinoza also seems to
include in this category machines capable of inferring the causes, i.e., the
explanations of events, and hence all the so-called “induction machines.” An
induction machine attempts to discover a sentence that will explain a whole
series of events. The relation “explains” is richer than the relation “implies”; for
one thing, “p explains q” is true only if p itself is true, whereas a false proposi-
tion may imply a true one. However explanation is defined, the induction
machine restricts its activity to explaining given events in terms of alternative
given explanations. By this I mean that the machines do not investigate the giv-
ens, nor do they attempt to chase back along the chain of explanations for an
ultimate explanation. Nor do the problem solvers try to justify the rational
principles with which they start, e.g., the Euclidean number system or geome-
try. Thus the system can “prove” that there is no largest prime number, but it
does so by accepting certain “fundamental” properties of all numbers as inputs,
or it can “prove” that a2 + b2 = c2 in a right triangle by accepting Euclidean axi-
oms as inputs.

Suppose we introduce the term “executive” for that part of an inquiring system
that: (1) determines the functions of the other parts; (2) determines which part
should be used in a given circumstance; and (3) judges the adequacy of a part's
performance. Then in Spinoza's first class of inquirers, the executive is pretty
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much what programmers mean by an “executive routine” for many familiar
programs. In pattern-recognition machines the executive function is more dif-
ficult to identify, but essentially it is the activity of deciding whether to modify
a previous routine for classifying items. (Pattern recognizers also have the first
kind of executive routine built in them.) The executive is therefore some kind of
a heuristic routine. Similarly, in the third type of inquirer, the executive decides
whether a proposed method of proof is likely to succeed or not. But the execu-
tive is constrained, in that he has no authority to question the inputs (what is
given) or to create new methods of proof using revised rules of deduction.

Could an inquiring system be designed with a completely free executive? If so,
we would have an example of Spinoza's fourth inquirer, whose characteristics
are described as follows: “There is the knowledge that arises when a thing is
perceived through its essence alone,... and a thing is perceived through its
essence alone when from the fact that the inquirer knows something, its execu-
tive understands why it knows it.” That is, the executive has a valid theory to
explain why knowledge occurs.

Spinoza's classification is particularly helpful with respect to the aims of this
book, because I am interested in the extent to which one can approach the
design of an inquirer like Spinoza's fourth type. This seems to me to be a far
more fruitful question than whether one can design thinking machines or intel-
ligent machines. It is more fruitful because we don't even know whether our
own minds are designed to accomplish this fourth type. In other words, it
seems far more useful from a design point of view to ask whether one can
design a system to conduct inquiry with a free executive rather than whether
one can design a system to simulate the human mind.

However, although Spinoza's classification is excellent, one obtains little help
from him in determining how the fourth design problem is to be solved.
Spinoza does conceive of his executive as a single operating unit that uses
“intuition” as its mode of functioning. A search of Spinoza's text, however, only
reveals a frustrating circular language. The executive's function is “to know that
the inquirer knows” (and, of course, to know that it knows that it knows, etc.).
But if one asks how to design such an executive, the text seems merely to tell us
that we design something that recognizes essences, i.e., so recognizes a thing
that it knows why it knows. The fault is not Spinoza's, of course, for be thought
that geometry was an example of a science in which his executive had been suc-
cessful, and therefore that this success could be extended to other fields of
knowledge.

Nevertheless, as in the case of Descartes, the design idea is still there and
should not be discarded simply because intuition is so elusive a concept. All sci-
entists learn to beware of their intuitions because they often turn out to be
faulty. A great deal has been written, e.g., by Hadamard, Poincare, and Polya,
on intuition in mathematics and the important role it plays in creating new
mathematical ideas. These writers all seem to agree that intuition is a kind of
unconscious thinking. If so, they are not talking about Spinozistic intuition in
his fourth type of inquirer, but rather the deductive process of the third type.
Intuition in the fourth type must above all be conscious, because as it grasps
the truth it immediately reflects on this action and simultaneously verifies that
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it knows. It intuitively answers the question, “Do I really know that this is so?”
at the same time that it is answering the question, “Is this so?”

Furthermore, Spinoza's intuition is a very common experience in human
beings. It occurs, for example, to the student who has been applying some prin-
ciple his teacher has announced, without really seeing what the principle
means. He has been acting like Spinoza's third type. Suddenly, be understands
the principle and sees why he understands it; his “intuition” is activated. What
the designer cannot yet comprehend is how to create such a faculty or recog-
nize its existence. Even if intuition were occasionally faulty, it would be a very
significant addition to an inquiring system if we could see how to formulate its
properties more precisely.

After Spinoza, the idea of a free executive as a definitive truth-identifying com-
ponent is discarded in rationalism. The design problems therefore become
much more complicated.

  The Leibnizian lnquiring System

In Leibniz, the learning process of the inquirer does not begin with clear and
distinct valid truths. Suppose the inquiring system has the capacity of identify-
ing sentences, and suppose it has an ability to apply the fundamental laws of
logic. If these two components of the system can be designed properly, then the
inquiring system can determine which sentences are tautologies, which are
self-contradictory, and which are neither. Leibniz calls these last “contingent.”
As we shall see, the processing of these contingent truths is the critical problem
of the design; but the point is that a contingent truth need not appear obvious
or clear to the inquirer. It is the relation of the contingent truth to other contin-
gent truths that matters.

In a very special sense, however, the tautologies and self-contradictions seem
to be clear and distinct in Leibniz's system. We can begin by considering how
an inquiring system would identify these. It does so by storing a set of defini-
tions-a precise dictionary-and determining whether a given sentence follows
logically from the definition. If so, the sentence is a tautology. A simple exam-
ple is, “Too much eating is bad,” where the dictionary defines “bad” to mean
“deleterious excess,” and goes on to define “deleterious” and “excess” as “too
much.” A more subtile example is the definition of an Euclidean straight line in
such a manner that it implies Euclid's Fifth (Parallel) Postulate.

The great advantage of Leibniz's “logic processer” is that it need only analyze
the form of the sentences proposed to it. Indeed, Leibniz seems to have recog-
nized the urgent requirement for an abstract processer of this sort, and to have
seen that ordinary language texts confuse the processer. He set to work trying
to develop a universal language, with a structure sufficiently precise so that the
processer would not be confused. For example, if we ask the logic processer in
English whether all blackbirds are black, it will consult its English dictionary
and find that blackbirds are wild birds with dark plumage and a very sweet
note. After a bit of tortuous tracking down of “dark” and “sweet,” it will place
the sentence among the contingencies, albeit with a bit of a worried look on its
face. No such ambiguity occurs in the universal language, where the question
has to be asked in the form of the algebra of logic, e.g., “Is something that is
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both black and a bird, also black?” Or, more precisely, the inquiring system
functions with a specific set of logical operators and relations, and expresses
everything in the logical form. Thus the processer takes the sentence: “black
and bird is included in black” and maps it into the abstract form a x b ⊃ a
(“what is both a and b is included in a”), which it then identifies as a tautology.
Similarly, “green apples are not apples” becomes ~ [a X b ⊃ b] (“it is false that
what is both a and b is included in b”), which is self-contradiction.

But, as we shall see, there is as yet no foolproof method of identifying tautolo-
gies so long as the inquiring system has a language as rich, say, as English. In
the modern Leibnizian inquiring system, all sentences are contingent.

  The Leibnizian Processer

In order to make the operations of the Leibnizian processer clearer, we can
employ some logical theory not available in Leibniz's time. We imagine a sys-
tem capable of handling a stream of symbols. The stream can be broken down
by the system into a sequence of elements. Such an ability implies that the sys-
tem can tell which elements came before which others; i.e., the system can
order the elements in time. Just how it succeeds in identifying elements and
ordering them is a matter for later discussion. In Leibniz's terminology, the
stream is called perception. Perception includes the functions of generating the
stream and identifying the elements. A critical aspect of Leibniz's inquirer is
that perception does not originate from outside the system. In the monad,
which is Leibniz's inquiring system, the perceptions are generated from within
the system. This does not affect the internal operation of sorting the perception
stream, but it does have some very relevant implications for the design of the
whole system, as we shall see.

In higher forms of monads, the system can operate in various ways on the per-
ception stream (the function that so operates Leibniz calls apperception). Spe-
cifically, the system can store segments of the stream in memory, with an
appropriate tag to indicate when the segment occurred. Furthermore, the sys-
tem can retrieve segments from memory and combine them in various ways
(by means of imagination).

Perhaps the most difficult elementary task of the inquirer is its ability to iden-
tify meaningful sentences in the stream, or to construct sentences out of seg-
ments stored in memory. This could be done if the stream consisted only of
symbols in a formal language, and the system bad a processer that contained
rules for “well-formed functions” (wff's), i.e., had a processer that could iden-
tify sentences. Once the system identifies a wff, it also creates new wff's by
going to memory and retrieving other wff's, and combining them with the new
one by means of logical connectives, “and,” “or,” “implies,” etc.

According to the rules of the processer, every wff must be true or false. The
inquirer sets itself the task of determining the truth or falsity of any identifiable
wff.

As we have seen, the first step is to determine whether the wff is a tautology or
a self-contradiction. The inquirer processes the sentence through the stored
rules of logic. As I have said, there may be some error here, because the pro-
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cesser may not be able to test any given sentence with complete accuracy, and
thus may fail to find a proof when one is possible. Furthermore, as we have
seen, if the sentences are in a natural language, the problem of mapping them
into a formal language to test for tautology may not be simple. Indeed, there
has grown a sizable philosophical literature dealing with the subtleties of this
problem (i.e., when is a sentence “analytic” and when “synthetic”). 

A sentence that is not identified as a tautology or self-contradiction can be
called a “candidate.” The inquirer takes the candidate and scans its memory for
sentences that either imply the candidate or are implied by it. That is, the
inquirer seeks to find a sentence p in memory such that “p implies q” or “q
implies p” is a stored tautology, q being the candidate. If such a sentence p
exists, and p is not identical to q, or a tautology or self-contradictory, then the
candidate q is called a “contingent truth.” In other words, a candidate sentence
becomes a “contingent truth“ if it can be linked to some sentence in memory;
strictly speaking, it becomes a “contingent truth” if it can be linked to some
prior contingent truth. Similarly, the inquirer scans memory to find a sentence
r such that “r implies not-q” or “not-q implies r” is a stored tautology. If such a
sentence r exists and is not identical to q, then not-q is contingent truth. Or,
strictly speaking, not-q is a contingent truth if it can be linked by implication to
a contingent truth1. Evidently nothing prevents both q and not-q from becom-
ing contingent truths, and indeed this is commonplace in human inquirers. I
may consider the candidate sentence, “It will rain today.” In memory I have
stored the sentence, “It always rains on March 5 and this is March 5,” and the
sentence itself may have passed the test of contingency. This sentence implies
the candidate, which then becomes a contingent truth. I may also have stored
in memory as a contingent truth the sentence, “The newspaper predicts it will
not rain and the newspaper is always right.” This sentence implies the falsity of
the candidate, which is therefore also a contingent truth. A candidate sentence
may fail to become a contingent truth, in which ca se it is stored in a kind of
limbo of irrelevancy, until such time, if ever, when it may be used.

The contingent truths belong to “fact nets.” They imply other contingent truths
or are implied by them. As the perception stream continues, these nets may
grow. The very large nets are of chief interest to the inquiring system. As the
net grows, certain sentences will be come very critical, in the sense that if they
are false, the entire net, or a significant portion of it, becomes false. Relative to
the net, these sentences take on a privileged character: they become likely
truths. It will be apparent that the tautologies are simply the privileged sen-
tences of every net: if they are false, so is everything else. This suggests that the
privileged contingent truths come near the “bottom” of the implication nets,
i.e., they are sentences that are implied by most of the sentences of a net (a tau-
tology is implied by all sentences in so-called standard logics).

1. It may be noted in passing that the set of contingent truths contains no sentences which are false or 
true, and hence no contingent sentence implies or is implied by every member of the set necessarily.
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  Problem of Uniqueness in Leibniz's lnquirer

Even if the number of distinct symbols in the perception stream is finite, the
number of sentences is (countably) infinite if the usual rules of sentence forma-
tion hold. If the inquirer's executive, using imagination, can produce wff's of
any sort it wants, then its fantasy can create larger and larger nets of sentences.
Without some sort of control, the Leibnizian inquirer would become a creator
of nets of almost any kind, of any size. Such nets might be called “stories of the
world,” i.e., Weltanschauungen. As we shall see later on, such stories do play a
central role in the inquiring system. But for the present it looks as though the
inquiring system would get nowhere at all because for each story it can con-
struct a counterstory with sentences that contradict the original story. The
result is rather dull, something like an argument between husband and wife, or
a United Nations debate: “You've got it all wrong, that's not what happened at
all.”

In the area of the tautologies, there is also a multiplicity of possibilities because
of the many possible dictionaries of terms: a sentence may be recognized as a
tautology because what it asserts follows from a definition (“some blackbirds
are birds” or “2 + 1 = 3"). If nothing controls the manner in which the inquirer
constructs its dictionaries, there will be many alternative sets of tautologies.

In other words, the Leibnizian inquirer needs an executive who will exert con-
trol on the senseless proliferation of either contingent truth nets or sets of tau-
tologies. Now one way to control the former is to insist that all sensory inputs
can be regarded as contingent truths, and that any net containing the negation
of a sensory input must be discarded. This choice was not made by Leibniz, and
indeed the famous debate between Leibniz and Locke on the subject of innate
ideas could be considered a debate about whether the optimal inquiring sys-
tem.has inputs from “outside” or not. Leibniz's inquirer does not, Locke's does.
That is, Locke seems to insist that some outside influence will dictate which
contingent truths should be taken most seriously, and it is not up to the execu-
tive to control this influence. Leibniz, on the other hand, wants the executive to
do its own deciding internally.

In Leibniz's view the perception stream is all generated “from within.” The
inquirer starts with all of the symbols that it will ever need, and can construct
all the sentences that are possible. The executive must work with this resource
only, and must search the stream for just those sentences that form a coherent
truth. This is the theory of “innate ideas” that was central to Leibnizian ratio-
nalism. However, what this theory means for the modern system designer
needs to be explained later on at greater length. For the moment it is sufficient
to point out that the inquirer is preequipped with a very rich classification
scheme and can accurately place items in their proper classes.

It is easy to recognize that Leibniz's inquirer is essentially a model builder. The
contingent nets it builds can be considered to follow an evolutionary process
from embryonic models to full-fledged formal models. But what controls the
model builder?

Leibniz's own answer consisted in finding one model that must dominate every
other, because its own coherence implies its truth in an objective sense. The
key concept is the familiar one in rationalism: God. God can be defined in such
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a manner that if the definition is consistent, such a God must exist. This is
Leibniz's adaptation of the so-called ontological proof of God's existence: a
thing defined to have all maximal properties must exist. The argument is a very
subtile one. It consists of a careful analysis of “property” and the concept of the
maximum of a property (e.g., “powerful” is a property, and “most powerful” is a
meaningful adjective). It also requires a careful study of the consistency of def-
initions and especially the definition of a thing having all maximal properties –
thus Leibniz's well-known statement that “God exists if He is possible.” The last
step in the argument is to show that there is one and only one possible model
which includes the existence of a so-defined God. Hence, only those contingent
truth nets that ultimately meet the requirement that God exists can be consid-
ered as candidates for validity. In Leibniz's philosophy, one and only one such
net exists. In other words, the existence of God is sufficient for a unique solu-
tion of the system of reality.

  Generalization of the Leibnizian lnquirer

Before examining Leibniz's problem of convergence to a unique model in more
depth, it is useful to generalize on the Leibnizian inquirer. The very deep ques-
tion of the role of God for system designers will be postponed for later chapters.

In generalizing on Leibniz's inquirer we want to maintain those features that
are really essential, while relaxing on those that are more specific to Leibniz's
own metaphysics. The list of essentials is as follows:

1. “Innate ideas” (i.e., no “inputs”)

2. A capability of producing strings of symbols that break down into recogniz-
able units (thus we drop the condition that the units be sentences, though from
the point of view of inquiry this is one important kind of unit)

3. A capability of classifying any unit, e.g., a wff into either the class of tautolo-
gies or the class of non-tautologies

4. A capability of forming nets of units by means of a given set of relations and
operators (thus it is not essential that the relation between the wffs be
“implies,” “and,” “or,” etc., and a Leibnizian inquirer can build nets between its
units in various ways)

5. A capability of ranking the nets in terms of some prescribed criterion

6. A method of processing symbols and building nets, based on the ranking,
such that the system will either eventually arrive at an optimal net and will
know when it has arrived, or else will converge to an optimal net and will know
that it is converging.

  General Comments on Leibnizian lnquirers

We have already discussed the meaning of the first condition, namely, that all
aspects of the symbol stream are under the control of the inquiring system.
There is, of course, the more obvious meaning that the source of the symbol
stream is “inside” the boundaries of the inquiring system. Curiously enough,
this interpretation turns out to be quite sterile, even though some of Leibniz's
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writings indicate that this is what he had in mind (the monads have no win-
dows). Many realists wish to depict the human mind in a harsh environment
where outside stimuli impinge on the senses, much as a programmer impinges
on a computing machine. Thus it is true that John Locke thought of the human
learner as someone who receives inputs through his senses, presumably from
an external world. But Berkeley clearly showed that the designer of empirical
inquiring systems does not have to know where the inputs come from, and
from his point of view they might just as well be thought of as internally rather
than externally generated. It is really not until the time of Hegel that it
occurred to philosophers that external vs. internal only makes sense to a third
mind observing and/or controlling the process of learning. The three minds
then become parts of the total inquiring system. Thus the component we have
called the executive may find it convenient to recognize that one part receives
inputs from another part, and is able therefore to differentiate between exter-
nal and internal processes of the se t wo parts. Specifically, those interested in
communication between scientists will want to discuss the “output” and
“input” in terms of publications, meetings, and the like. But in all such cases
the whole inquiring system consists of the observer plus the two or more per-
sons who are communicating, and hence there is no “externally” produced
symbol stream.

The fact that the notion of an externally produced symbol stream is not useful
to the designer does not imply a lack of interest in why certain symbols occur.
But in Leibnizian inquirers, the explanation of the occurrence of a symbol
event in the mind of the inquirer will itself be a set of symbols.

However, to be historically accurate it would not be correct to say that Leibniz's
theory of innate ideas simply means that the Leibnizian executive has complete
control of the stream and can make it do what he wants, whereas a Lockean
executive must be buffeted by sensations willy-nilly. It is certainly not in the
spirit of Leibniz's Monadology to say that the monads can create their own
streams of perceptions; indeed, Leibniz's monads were all set in a preestab-
lished harmony, so that their “reality streams” could no more be changed than
could Locke's. In both systems, the executive has some latitude in using imagi-
nation to create new configurations of perceptions but is constrained by a
“given” stream, so that the purported distinction between Leibniz and Locke
does not hold.

The theory of innate ideas is much more closely tied into the sixth condition
given above, i.e., the convergence on a unique model. Consider for the moment
Plato's account of innate ideas in the Theaetetus. A boy who is not aware of the
concepts of geometry is able to prove a theorem dealing with purely abstract
geometrical ideas. He could not have gained this ability from his senses, and
hence it must be innate. For example, he could not learn about straight lines
from the senses, because he cannot see or touch a perfectly straight line. And
yet he “knew” enough about straight lines to prove a theorem.

How does this idea of innateness translate? Clearly Plato's inquirer as well as
Leibniz's have complete classification schemes built into them1. The problem of
inquiry is to make these idealized schemes explicit. In Plato, the sensory stream

1. For an interesting interpretation of this idea from a 1inguist's point of view, see Chomsky (1968)
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“reminds” the inquirer of some feature of the classification scheme. In Leibniz,
the ability of an inquiring system to prove the existence of God leads to a self-
generated guarantee that the process of building nets of contingent truths will
lead to an optimal net. In effect, the makings of an ideal net are built into the
system and are not found outside it; the less than perfect inquirers must go
through the cumbersome process of contingency nets in order to learn what
their own nature is like. Thus the postulate of innate ideas of an inquiring sys-
tem is the postulate that the system contains within its own structure the guar-
antee that the contingent nets converge on an optimal (condition 6).

The second function listed above permits the inquiring system to identify and
individuate, i.e., to farm units. It does not guarantee the simplicity or truth of
some of these units, as Descartes required, because in Leibniz “truth” is an end
point of a process, not a beginning (except for the logical tautologies and con-
tradictions, and even these, as we have seen, are really “contingent” tautologies
and contradictions). Leibniz devotes considerable time to the manner in which
the inquirer identifies and individuates; be regards space and time as conve-
nient devices that human inquirers use to overcome their inability to identify
perfectly, i.e., by means of properties. This was an early recognition that the
designer of an inquiring system must understand how the elements of the sys-
tem are individuated, e.g., by some sort of an address system and identifying
cone, and that since the method of identifying and individuating is itself a
design problem, one must search for criteria of effectiveness in this regard.

With respect to the third function-the logical tests-since Leibniz's day this has
become a task of the executive. For Leibniz there was probably only one way to
test whether a sentence is a tautology; today there are many, depending on the
built-in logic of the inquirer: Principia Mathematica, modal logic, multi-valued
logic, etc. In other words, the executive has choices as to which logic processer
to use.

The fourth function-the establishment of nets-was based on the implication
relation in Leibniz's system, and here it is generalized to any given set of rela-
tions. For example, it is generally recognized that “p implies q” and “p explains
q” are different relationships; the nets could be formed out of explanatory
chains as well as implication chains. Or the inquirer may introduce probability
concepts, and consider the relation “q has maximum likelihood given p,”
where, as always, p and q may be conjunctions of sentences.

Certainly, the fifth and sixth conditions are the most difficult to design prop-
erly. Condition five-ranking of nets-requires some utility function applicable to
formal systems. The most common choices are simplicity, elegance, economy
of computation, and intelligibility, none of which is very precisely specified as
yet in the literature, but see Goodman (1965) for a summary. In Leibniz's case,
as we have seen, the quality of truthfulness was added; i.e., the model has some
way of establishing its own validity. Even the more modest criterion of consis-
tency of a net is not easy to work out in many cases, and may be impossible to
establish in others. Much of the discussion of the next several chapters will be
devoted to the problem of designing systems that approximate the fifth and
sixth aims of the Leibnizian inquiring system.
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  Some Examples of Leibnizian Inquirers

Leibnizian inquirers represent one very general class of inquiring systems, and
it is of interest to illustrate membership in this class by means of some recent
work in artificial intelligence:

ALGORITHM MACHINES

These are machines that automatically derive solutions to certain classes of
problems in a formal language, e.g., they find the maxima of a function, or
solve simultaneous sets of equations, or solve certain types of differential equa-
tions. The machines store all the primitives of the formal language, plus the
rules of sentence formation and inference. Hence they satisfy conditions 1, 2,
and 3 given on page 34. The nets to be formed are strings of symbols that gen-
erate an implication net leading from what is given to a desired result (condi-
tion 4). Different nets can be evaluated in terms, say, of the computer time
required to generate them (condition 5). There exists at least one finite net sat-
isfying the requirements, and the system can check any net to determine
whether it does indeed satisfy the requirements (condition 6). It will be noted
that the executive is not completely free; certain instructions and information
are given, i.e., are inputs.

HEURISTIC SEARCH MACHINES

Heuristic search machines, e.g., those using methods of “steepest ascent” to
find the maximum of a function by a kind of “trial-and-error” method (Flood,
1964). These are Leibnizian inquirers, provided sufficient information is given
them to guarantee the existence of a limitation of the search. Here condition 6
may be satisfied in terms of an infinite convergence on the optimal.

THEOREM-PROVING AND PROBLEM-SOLVING MACHINES

The important point with respect to condition 6 is that the machine can always
check to determine whether the theorem was indeed proved. It should also be
noted that these machines may develop their strategies in terms of past experi-
ence, and hence they form an important subclass of Leibnizian inquirers. That
is, the machine has an “executive” who discards one type of approach for
another, if experience indicates that the former does not work well. It should
also be mentioned that all existing problem solvers and theorem provers oper-
ate only on valid wff's, though not necessarily on relevant wff's. Some Leibniz-
ian problem solvers can tell when a “datum” is probably false. Thus in
Persson's “sequence extrapolator” (1966), the machine can guess that some of
the data are erroneous, and can extrapolate the correct sequence from a subset
of the information. In this narrow sense, the executive controls the symbol
stream, which is therefore not a pure “input.”

It is perhaps of some interest to note that Leibniz himself was explicit in declar-
ing that the monads were not “machines”; see in Leibniz (1914), for example,
his concept of automata in his discussions with Bayle. Leibniz seems convinced
that automata cannot be “entelechies.” The point is an important one, because
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it raises the question of whether “machines” can be subsumed under one or
more of the following classes: (1) teleological entities (i.e., things to which a
purpose can be assigned; (2) thinking entities; (3) conscious entities; and (4)
entities capable of functioning through a value system. More needs to be said
about each of these four questions, once we have used historical reflection to
bring the problems of designing inquiring systems into sharper focus.

  Leibnizian lnquirers and the Current Practice of Science

In addition to the machine designs mentioned above, mention should also be
made of the fact that a great deal of the practice of science, can be viewed as a
Leibnizian inquirer. Indeed, after an excursion into the meaning of systems in
the next chapter, we shall illustrate this claim in the field of organic chemistry.
Despite the common notion that all observations of science have equal status
so long as they are objectively obtained and have the same probable error, it is
more accurate to say that a given group of scientists pays much more attention
to a new result that can be linked into older findings, especially when the disci-
pline is governed by theory. The theory provides the basis for tying together the
results in the form of a “fact net.” Thus a result that lies outside the largest net
will of ten be ignored, whereas a result that enables the researchers to combine
two hitherto unconnected nets will be acclaimed. Also, theoretical laws, like the
conservation of energy, that come at the end of the net-i.e., the denial of which
would entail a whole reconstruction of the net-are apt to be safeguarded by var-
ious devices. It is to be noted that the critical sentences lie at the bottom of the
nets, i.e., are implied by many other sentences. Of course, the law of conserva-
tion of energy itself implies many things, but it is not this fact which provides
its critical status, because it is possible to remove the implicans without neces-
sarily disturbing the implicatum. But, as modus tollens tells us, to remove the
implicatum necessitates removing the implicans. The fact net has hooks; if one
pulls away at the top, the rest remains, but if one pulls at the bottom, the hooks
catch and pull the rest of the net as well. Thus the sentence, “God established
the orderliness of the universe,” implies many things, but (according to today's
science) is implied by very little: it can be removed from a fact net without dis-
turbing the rest. But Euclid's Parallel Postulate could not be removed readily
from his gigantic fact net, because it implied so much of it, e.g., that the sum of
the angles of a triangle are equal to 180°, or that in a right triangle a2 + b2 = c2

(of course, other sentences are needed to complete the implication).

It is often stated that one “counter instance” can destroy a theoretical assertion.
Thus if theory T implies that A will be observed at place S at time T and non-A
is observed, the notion is that T must be discarded. This strategy puts observa-
tional sentences at the bottom of the fact nets, and on the whole is a very poor
strategy for a discipline to follow (as far as I am aware, no discipline uses it). A
more subtile strategy consists of saying that T implies that A will be observed at
S and T by a perfect observer. Hence the report of some observer, or even a
group of observers, of the occurrence of non-A does not force the abandonment
of T.

Finally, we may note that in order for a discipline to keep control of its nets and
their growth, it makes some effort to exclude the relevance of results generated
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by other disciplines. Otherwise its fact nets are apt to be severely threatened.
Whether all disciplines comply with condition 6-the need for a convergence on
one optimal net-is of course not clear at all in an age that has turned its back on
the quaint nineteenth-century notions of progress.

  Leibnizian Concept of a Whole System

Finally, there are in Leibniz's design t wo ideas that need exploration in further
depth, as we shall do in the next chapter. The first of these ideas occurs in all
the rationalist inquirers: no optimal design of a part of a system is possible
without prior knowledge of the “whole” system. To make this idea more precise
we need to try our hand at defining “system” in a clearer manner. But the idea,
if correct, challenges a great deal of the present world's philosophy of system
design, for almost all our conscious policy making is based on the idea of fixing
up mess) situations wherever they occur. We “attack” poverty, inefficiency,
national belligerence, crime, as though each were a blot on an otherwise pure
white carpet, and as though we had no responsibility for showing how the
whole system would improve if this part were changed in accordance with our
plans.

The second idea seems peculiar to Leibniz: all systems are fundamentally alike
in the design of their components. This idea that a “unit” of nature contains all
of the complexity of nature is at least as old as Anaxagoras, who seems to have
been the only pre-Socratic to have formulated it. Nor does it seem to occur with
great frequency in the history of thought1. According to certain interpreters
(Gershenson, 1964), Anaxagoras developed a structural theory of matter in
which no matter how thinly nature is sliced in space and time, one always finds
in any volume all the differentiation of kind that nature exhibits in the whole.
Anaxagoras qualifies this remarkable stipulation by the remark that “in some
things there is 'nous' also,” which is variously interpreted to mean that some
units have a “mind” or “intelligence” or simply a “force.” Later history seems
unanimously to have agreed that “some” in this quotation implies “not all.”

Leibniz's “unit” is the monad, and everything that nature can express is poten-
tially “in” the monad. Leibniz developed a teleological theory of reality, in
which no unit of nature can function unless implicitly it contains all the rich-
ness of nature. To translate this into modern terminology, the idea is that in the
design and evaluation of any functioning system the same set of considerations
are always involved; to ignore any consideration is to design an incompletely
functioning entity. The “considerations,” for example, might be “sensors,”
“communication links,” “feedback loops,” etc. In this sense, all systems are
alike, in that each contains all the complexity of nature, where “nature” is itself
regarded as a designed system. The idea, in other words, is represented in
modern system design in the search for the “general system.”

The two ideas of rationalism, the need for an a priori theory of the whole, and
the similarity of all systems, are important for system design and worth the
separate consideration of the next chapter.

1. Unless, of course, one includes all the various forms of Platonism; see next chapter.
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 Chap 3: On Whole Systems: The Anatomy 
Of Goal Seeking

The Anatomy of System Teleology

The reflections introduced by the historical excursion of the last chapter imply
that the design of an inquiring system may well require an image of some
”higher” system that provides the inquirer with its guarantees. In order to for-
mulate this thesis in more precise terms, we need to discuss in greater detail
the meaning of ”system,” and specifically the particular relationship that holds
between a system and its parts.

We postulate that systems are examples of teleological things, i.e., things some
of whose properties are functional. This postulate does exclude the ”solar sys-
tem” if we look at the planet and stars as modem science has taught us to do. It
may even exclude ”formal systems” like geometry in many cases. But if the
exclusions seem improper, so that ”system” is to be reserved for more general
usage, then our postulate requests that we concentrate on a subclass for
present purposes.

Indeed, the selection of a definition of ”system” is a design choice, because
throughout this essay it is the designer who is the chief figure. In other words,
whether or not something is a system is regarded as a specific choice of the
designer. We are to examine the ramifications of regarding inquiry as a system;
other designers, e.g., the designers of experiments, may not regard inquiry in
this manner. The ultimate answer to the question of whether inquiry, or the
mind, or education is a system must be in terms of the effectiveness of the
design strategy of conceptualizing each of these are as of human activity in this
fashion. Therefore, what follows in this chapter is an explicit formulation of a
design strategy, a commitment to the ”systems approach.”

The chapter is subtitled ”the anatomy of goal seeking” to indicate the extraordi-
nary complexity of the concept of a teleological system. Briefly, the necessary
conditions that something S be conceived as a system are as follows:

1. S is teleological

2. S has a measure of performance

3. There exists a client whose interests (values) are served by S in such a man-
ner that the higher the measure of performance, the better the interests are 
served, and more generally, the client is the standard of the measure of per-
formance

4. S has teleological components which co-produce the measure of perform-
ance of S

5. S has an environment (defined either teleologically or ateleologically), which 
also co-produces the measure of performance of S

6. There exists a decision maker who-via his resources-can produce changes in 
the measures of performance of S's component s and hence changes in the 
measure of performance of S
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7. There exists a designer, who conceptualizes the nature of S in such a manner 
that the designer's concepts potentially produce actions in the decision-
maker, and hence changes in the measures of performance of S's component 
s, and hence changes in the measure of performance of S

8. The designer's intention is to change S so as to maximize S's value to the cli-
ent

9. S is ”stable” with respect to the designer, in the sense that there is a.built-in 
guarantee that the designer's intention is ultimately realizable.

Whether the se nine necessary conditions are al so sufficient is a basic question
of this whole essay.

Teleological Classes

We turn now to a more detailed discussion of these conditions, beginning with
the tirst, the concept of teleology. ”Teleology” is to be defined within a (macro)
cause-effect ffiodel of nature.

Since the details are somewhat tedious, a homely example may help to follow
the logic. Consider an ordinary electric stove, with four knobs controlling the
heat of the burners and pots of water on each burner.

The ”world” to be observed is initially described in terms of the position of the
knobs, the temperature of the burners, the state of the water in the pots (e.g.,
cool, warm, simmering, boiling), and a cook. Any two or more knobs in the
same position belong to the same morphological class. Similarly, any two
burners with temperatures in the same range (e.g., within 5° F. of each other)
belong to the same morphological class, as do any two pots of water in the
same state.

We regard the stove plus a cook as a sufficiently closed macro causeeffect sys-
tem, in the sense that if we know the history of the system up to time t0, we can
predict the state at some later time t1. We call the sufficiently closed system
”macro” to indicate that our predictions are in terms of a morphological
description; thus if burner number 1 has been turned on for two minutes, we
can accurately predict the morphology of the water temperature in its pot.

Now suppose at time t0, the cook turns one of the knobs but all else remains
fixed. We would then say that the knob has changed its morphology. At a later
moment of time t1, one of the burners changes its temperature. We say the
knob's position at t0 produced the burner's temperature at t1, meaning that had
this knob been in any other position, some other temperature of this burner
would have occurred. Also, at some still later time t2, the knob's position at to
and the temperature of the burner at t1 produce boiling water in a pot. We also
note that the boiling water could have been produced by any other positions of
the knob at t0. In this case, we call the set of boiling-producing positions a
functional class: the members of the class have a different morphology but a
common product. Finally, we note that the cook can produce any turn of any
knob. This means that he can produce functional entities. We call such a cook a
purposive individual; the final end (the boiling water) is his purpose; and the
set of things he can produce is a teleological class.
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We now try to explicate the meaning of teleological classes more precisely by
turning to a more formal and technical exposition of the ideas contained in this
example. Singer (1959) provided us with a deep insight into the meaning of
teleology. Functional classes, he says, are made up of entities that are alike with
respect to their production of a certain end-result. More precisely, functional
classes can only be defined in the framework of a cause-effect model in which
aspects of any time-slice can be individuated and identified. That is, the
designer must be able to construct a predictive model that tells him what
events would happen if certain changes occurred in the relevant states of the
world. An entity A, in a specific region of any time-slice t0, is a producer of an
entity B in another time-slice t1 if it satisfies three conditions, which amounts
to saying that t0 precedes t1, that A must occur in its region in t0 if B occurs in
its region in t1 (i.e., if B does not occur in its region, the A does not occur in its
region) and that A and B are proper subsets of t0 and t1 respectively.

It is clear in many cause-effect models that entities of quite different morphol-
ogy can produce the same kind of an end-product. For example, many comput-
ers, once they are running, are virtually cause-effect systems. Some items in the
memory may be essential for some later result, so that Singer's conditions are
all satisfied (e.g., if the item does not occur in its special region at time t0, the
desired result will fail to occur at t1). The item is therefore a producer of the
result. But so are many other items in the computer's memory. Now if one con-
centrates on the producer-product relationship and forgets about the differ-
ences in structure of the items, then one thinks of the items as members of
functional classes. For example, all items in S0 that are essential for an output
in S1 belong to the same functional class.

Singer shows how one may effectively relax the conditions just specified for the
definition of functional classes and thereby speak of entities having a common
potential product. This is done by confirming, by the rules of the model, that
some items of a given structure have produced a specific product in a given
type of environment, and some have not. In this case, all items of the class are
said to be potential producers. Further, one can introduce a metric in the
classes and describe the probability of production.

Functional classes are more general than the specific type just defined. For
example, one may want to define a functional class (e.g., a machine's output) in
terms of things that are common products of one type of producer, rather than
common producers of one type of product. The extension of the definition of
function to teleology is fairly straightforward. Suppose that some of the ele-
ments of a functional class that could occur in an environment are the output of
one individual. If so, we call the potential outputs ”means” and the common
potential product the ”end.” The special elements of the functional class are
then alternatives relative to an end-product. In this case we can call the class a
teleological class and the end-product the purpose. Since all members of a tele-
ological class are potential products of one individual, they are functional in t
wo ways: as common potential products of the same producer and common
potential producers of the same product.

Next, we note that we need not restrict our attention to one potential end-prod-
uct. If we consider several, then the teleological class is defined in terms of sev-
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eral ends. But we also want to maintain the same sort of a metric that was
developed for a single end. In other words, we want all teleological classes to be
ordered in terms of a ”more effective” relationship. Perhaps the simplest way to
accomplish this is to weigh the end-products and develop a metric from the
product of the weights and probabilities. The important point in weighting the
objectives, however, is that the weights be functions of some property of the
individual who can produce the alternative means. Specifically, we shall want
to say that the weights correspond to the individual's ”intentions” or ”utilities”
or ”values.” In this case, we can speak of the individual as a purposive entity.

In sum, a teleological class is a set whose members have a common producer
and a common potential class of products, and can be ordered by a relation ”is
more effective than,” which depends on the properties of the common producer
as well as the probabilities of production. Thus an entity is teleological by vir-
tue of the fact that other entities could (or do) ex ist that might produce the
same results and might be produced by the same designer via his interaction
with the decision-maker.

We postulate that systems are teleological entities. This means that if the
designer chooses to regard something as a system, he must construct alterna-
tive systems; he must then define the decision-maker whose intentions are
expressed in terms of the common potential products of the set of alternative
systems.

Singer's account of teleology will receive more detailed consideration in a later
chapter. As can be seen, its great advantage lies in ]inking together physical
description with teleological description. There are, in fact, at least four ways of
explaining the events of nature. First, the designer can explain one state of the
whole system in terms of another (prior or past) state. This mode Singer called
a cause-effect explanation. Second, the designer can explain how one aspect of
the whole system influenced or was influenced by another aspect by virtue of
its physical or morphological properties. Singer calls this a producer-product
explanation. Third, the designer can explain how one aspect influences or is
influenced by another by virtue of its functional properties. Finally, the
designer can explain events in terms of purposive behavior, i.e., the choice of
functional entities.

For more detailed accounts of teleology, see Churchman (1961).

The Client, Decision-maker and Designer

In the description of teleological systems just given, it is essential that there be
a purposive individual who can produce alternatives that le ad with varying
degrees of success to his desired objectives. But we can distinguish three such
individuals: the client, the decision-maker, and the designer. The rather intri-
cate interrelationships between this cast of characters need to be explained.

The client can be described in terms of his value structure. For him there are a
set of possible futures, i.e., states of nature, and he has a real preference for one
state over others. More specifically, we can describe the possible futures in
terms of a set of properties, which we call ”objectives” or ”goals,” and the cli-
ent's interest in each of these properties can in principle be described by a
”trade-off” principle that tells us how much of one objective he would be willing
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to relinquish in order to increase his amount of another objective. In order to
estimate this trade-off policy, the designer imagines a world in which the client
could change things as he wishes, within the bounds of limited re-sources (e.g.,
limited amounts of money). Since his resources are limited, he cannot create
his ideal future, but instead must create a future which comes as near to what
he wishes as his resources will allow. The designer seeks to find the underlying
principle behind the client's trade-offs by estimating a ”measure of perfor-
mance” which enables him to assign numerical values to possible futures. In
our case, a ”possible future” is a specific state of a system and the products it
can produce. The designer is successful to the extent that he can accurately
measure the client's real preferences. Many examples of this effort are to be
found in the literature; see Ackoff (1957), Fishburn (1964), Ackoff (1961).

Some readers will feel considerable doubt about the success of the implied pro-
gram of the preceding paragraph, and we shall want to explore these doubts
later on. The doubts, in fact, relate to item 9 in the list on page 43. For the
present, however, we assume that an estimate of the client's intentions can be
obtained in the form required by item 2, namely, a measure of performance of
s.

It is to be noted that the designer's intentions are always “good” with respect to
the client; that is, the designer's value structure is identical to the client's. But
the third character, the decision-maker, has a somewhat different relation. It is
he who controls the resources and hence creates the real future. More pre-
cisely, the decision-maker co-produces the future along with the environment,
which he does not control. In the stipulations listed above for the existence of a
system, nothing is said about the good intentions of the decision-maker. Be
also has a value structure, i.e., a trade-off policy for alternative futures, but his
trade-off principle need not be identical to the client's and designer's.

Thus we can recognize the tragicomedy of the designer's conceptualization of
the real system. Be sees a client whose interests he believes should be served by
the system and a decision-maker who produces the futures. If the decision-
maker's intentions are not ”good,” the situation tends to become tragic. The
designer's role will be to try to change the decision-maker, i.e., to change his
value structure. The complexity of the problem is not in the least bit eased by
the reflection that all three characters may reside in one person. For example,
the question still remains whether such a person should choose himself as the
client of the system he wishes to design.

It becomes clear that one of the designer's most difficult problems is to identify
the client and the decision-maker. Although I have referred to each as though
he were a single person, this is obviously a fiction. In reality, both client and
decision-maker are highly complex entities, made up of interacting forces. But
perhaps more important is the designer's choice of the client, i.e., the complex
of persons whose interests ought to be served. The simplest basis of choice is to
say that the client is the group of people who pay the designer for his work, sub-
ject to the obvious constraint that the client's intentions are legal and, perhaps,
moral in some broad sense. That is, the designer is moral if be serves a client
who has a legal or moral right to expect that the system will serve his (the cli-
ent's) interests and his interests are themselves legal or moral.



Chap 3: On Whole Systems: The Anatomy Of Goal Seeking   37

This design strategy in the selection of a client seems to be the most practical
one, and is widely adopted today by designers (engineers, management con-
sultants, architects, planners). However, there are very strong traditions that
argue for a much deeper analysis in the selection of the client, one in which the
long-range implications of the system are spelled out. The extreme of this posi-
tion is that there is one right way for systems to go in terms of man's ”ultimate”
goals, and hence that the designer should select that client who understands
best the ethical basis of long-range planning. Thus we can form a classification
of design strategies that are relevant to this aspect of the design process:

1. Design (of systems) is appropriate for short-range goals, but not for long-
range ”ultimate” objectives. Hence choose the client whose short-run aims
are legal and who can legally expect the system to serve these aims. Such a
strategy is teleological in the short range, ateleological in the long range.

1. Design is appropriate for both shortand long-range goals, the short-range
serving the long-range ”ultimate” or ”ethical” goals. Hence only choose the
client whose long-run aims are estimated to be ethical. This strategy is tele-
ological in both short- and long-range goals.

1. Design is appropriate for long-range goals, but not short-range. The appro-
priate short-range decision is based solely on the moral quality of the act
(e.g., its honest y), and not on what the act produces in terms of goals.
Hence, choose only moral clients (i.e., clients w hp act from moral motives
alone), and do not design short-range systems for them, but rather help
them to discern clearly the moral issues of their choices. On the other hand,
the designer can help the client to see the long-range objectives of the moral
life, where the ”system” emerges, in Kant's terms (1788), as a ”kingdom of
ends” where happiness (maximized benefit) and virtue coincide. Hence, the
systems approach is appropriate with respect to man's ultimate goals, but
not his immediate goals; i.e., the strategy is teleological in the long range,
ateleological in the short range. 

1. Design of systems is inappropriate for short- and long-range goals. That is,
do not choose any clients, because what you as a designer do is inappropri-
ate (immoral, ugly, meaningless, etc.). This strategy is the ”deadly enemy”
of design; it is ”anti-planning.” We shall keep it in the dressing room until
the last act. Our concern for the time being will be mainly with the second
option, and especially its relationship to the first.

Teleological Components

The preceding discussion has concerned itself with items 1, 2, 3, 6, 7, and 8 of
the list of specifications for a system on page 43. We turn now to item 4, which
deals with the system's components.

Not all teleological entities are systems. The differentiating feature of systems
is that they can be separated into parts and that the parts work together for the
sake of the whole. The reason for this design choice seems more or less obvi-
ous. Most systems, e.g., human bodies or human organizations, are difficult to
understand as unified wholes. By breaking them down into components, the
designer may be able to formulate the necessary details. The parts are them-
selves teleological, i.e., can be regarded as potential producers of a set of prod-
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ucts (goals). What is of chief interest to the designer is the relationship of the
parts to the whole system.

Now a rather obvious way to express this relationship is to say that the parts
”make up” the whole system, and even to insist that a part must ”belong” to the
system in the set-theory sense of belonging. However, this very strict stipula-
tion does not seem to capture the spirit of design. What matters most to the
designer is that be can conceptualize how a decision-maker can change
(design) a part and the change makes a difference in the performance of the
whole. To make this idea more explicit, suppose the designer has an approxi-
mate measure of the whole sys-tem's performance over a period of time. Call
this measure M. He now seeks to find a measure of performance of each com-
ponent m1, m2, etc., which will have a certain relationship to M. When we say
that the designer can change a component, we mean that he (through the deci-
sion-maker) can change its measure of performance somewhat. From the
designer's point of view, there are at least three types of relationship between
the component measures and the total system measure:

Weakest (necessary condition) : M is maximized (i.e., the whole system per-
forms perfectly) if and only if every component measure, mi, is maximum;

Moderate: A positive change in the value of mi is a producer (or probable pro-
ducer) of a positive change in M for at least some range of values of mi. (This is
stronger than saying that M is positively correlated with mi; it is equivalent to
saying that M increases when mi increases in the range, all other states of the
system being held fixed, and M would not increase if the part were changed to
some other morphological or functional class);

Strongest: There exists a mathematical formula which expresses M as a func-
tion of the ml's only; and the ”global” maximum of this function exists.

Thus, to summarize, S is a system to the designer only if: (1) S is regarded to be
teleological and hence to have a measure of performance M1 (2) S is regarded
to have teleological components each with a measure of performance mi; and
(3) the designer can conceptualize how changes in the components' measures
of performance mi produce changes in M.

In symbolic terms, we imagine a class S of alternative whole-system designs. S
is mapped in a one-to-one correspondence onto a bounded real number scale,
so that each M I of the real number interval represents the measure of perfor-
mance of each Si of S. There exist sets of alternative component  systems s1, s2
etc., with similar measures of performance m1j, m2k, etc. Any Mi of an element
S1 of S, in the strongest sense of ”system,” is a monotonic function of the mea-
sures of performance of the component s.

Some remarks on the relationship of the measures of performance are in order.

1. The three ways of relating M to the mi of the system components express the
attitude of the designer. In the weakest case be does not wish to commit him-
self to any explicit relationship; be hopes by some means, e.g., ”trial and error,”
to find a way of designing the components which will maximize the perfor-
mance of each one, and hence maximize M. In the moderate case, be hopes to
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improve the system part-by-part. If, however, the process of improving a part's
performance begins to interfere with the performance of other parts, be turns
his attention elsewhere, again on a trial-and-error basis. This design tactic is
quite common in medicine and social policy formation. The doctor seeks to cut
down on cholesterol in order to ”improve” the blood circulation system, but in
the process the patient gains weight; the prescription is then changed to con-
trol diet. Or a city tries to improve housing, only to find that the people of the
ghettos be come socially aware of their state and more prone to revolt, since a
certain degree of affluence is necessary to initiate revolution. In the strongest
method, the designer is willing to commit himself to an explicit functional rela-
tionship (”model”) between M and the mi, so that in principle be can estimate
the optimal design of each component  by mathematical means.

2. In any choice the designer makes, be may identify the component s incor-
rectly and/or measure their effectiveness incorrectly. Thus be may believe that
he understands how M is related to the mi, and hence make the strongest
approach, but be may be wrong. This rather obvious point merely states that
there is a real relationship between both the true M and the true mi, and the
designer's estimates of these. The strategy the designer uses to study the sys-
tem (weakest, moderate, or strongest) need not be evidence of this real rela-
tionship.

3. Finally, the relationship of the components to the larger system brings in
number 5, the environment, in the list of specifications of a system on page 43.
The environment is not controlled by the decision-maker, even though it does
co-produce the relevant states of S and hence S's measure of performance. In
the definition of producer-product given above, all producers require an envi-
ronment in order to produce (i.e., the producer is not a complete cause of an
event). Hence, even in the strong sense where M is a function of the mi, the
nature of this function depends on the (uncontrolled) environment, and varies
if the environment changes over time. From the designer's point of view, what
is environment (changes not produced by the decision-maker) and what is
component (changes produced by the decision-maker) depend on who the
decision-maker is. Since the client's interests are the same as the designer's, the
designer should choose as the decision-maker that complex of wills (potential
producers) which the designer's conceptualizations can influence to produce
the maximum gain in S's measure of performance relative to the client. Hence
the designer should always conceptualize how his recommendations can be
implemented in order to select the optimal decision-maker. It must be admit-
ted that in much of urban and industrial planning, the planners tend to ignore
this piece of common sense.

These last remarks show how important the designer himself must be to the
task of defining a system. Indeed, the designer needs to have a theory of his
own role as well as a theory about the system. He must try to understand how
he can learn about the system, what influence he can have on the system's
changes, why he should exert influence, and so on.

Although this account of a system may seem more or less straight-forward,
there are a number of practical difficulties implicit in its meaning. Most federal
government agencies must yearly prepare a budget which is to be approved by
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the Bureau of the Budget and congressional appropriations committees. Sup-
pose an agency can modify the behavior of the se review organizations. One can
see that if the agency is the designer, this fact may imply that the Bureau of the
Budget or the appropriations committees are ”parts” of the agency viewed as a
total system. Of course, the designer may want merely to say that those in the
agency who present the agency's case for the budget proposal are parts, the
attitudes of the people in the Bureau or Congress being fixed and beyond the
agency's capability of changing.

In any event, one can begin to sense the delicacy of planning for change of
whole systems. The pathway to the optimal whole system may not consist of
improving each part, one by one, until it is perfect, because once one part is
perfected and then another part is changed, the first may lose its top position.
For example, in an automobile the wheels may be designed so as to give opti-
mal performance for a given engine; but the ”best wheel” may become the
”worst wheel” if the power of the engine is increased. I know of one very ”suc-
cessful” study of a company that maximized the performance of its marketing
department; the only trouble was that the product was inferior to many others
on the market. Hence the designers had ”perfected” a way of selling a bad prod-
uct. 

In other words, the rank order for one part of a system may completely change
if another part is changed: the rank orders may be functions of the state of the
other parts. We shall want to consider two kinds of systems, one in which the
rank orders remain fixed independent of the other parts, and the other in
which the rank orders depend on the state of the other parts. The designer's
role may be simplified if be can concentrate on one part at a time and try to
move this part to a better level of performance before going on to other parts.

Separable Systems

In such systems the parts are ”separable,” so that the effectiveness of one part
is virtually independent of the state of the other parts of the system. More pre-
cisely, we say that a system S is separable with respect to some part if the mea-
sure of effectiveness of the part is independent of the states of the other parts.
This means that whatever happens to the other parts, this part's contribution
remains invariant.

As an example of a non-separable system, consider a factory. One typical way
of partitioning the system is to break it into these subsystems: procurement,
order processing, production scheduling, production control, labor force,
inspection, packaging, and distribution. In most production systems, none of
these parts is separable. The optimal procurement policy always depends on
the way in which items are scheduled, the optimal production scheduling
depends on how labor is deployed, all parts depend on the extent and timing of
control, and so forth. Indeed, most students of production question whether
manufacturing itself is a separable part of the whole organization (e.g., the
optimal manufacturing policies depend on the state of the subsystems that con-
trol investments or prices).

Nevertheless, in an attempt to simplify, the designer often tries to design a pro-
duction scheduling system by more or less ignoring the other aspects of the
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firm. As a result be may try to consider the system as virtually separable, recog-
nizing same risks in doing so. For example, if the development of labor
changes, or the marketing system is modified, the designed production system
may then be come worse than it was before it was redesigned.

On the other hand, consider two men assigned to dig a trench. If each man is
considered to be a part, then the system might be considered as a separable
system: the work each man accomplishes adds to the total independently of
what the other does. Some systems that collect and store items may also be
construed as separable. Also, a system designed to solve problems in a formal
framework may be separable: the optimal method of solution of one problem
may not depend on how the other problems are solved.

It is not difficult to describe the concept of separability in precise terms, as is
done in systems engineering. Suppose there are two parts, one controlling a
variable quantity x, the other a variable quantity y. Suppose that M, the system
performance, can be expressed as a function of x and y, E(x,y). Suppose E(x,y)
is a continuous function with partial derivatives Ex and Ey. Finally, suppose
that Ex is a function of x only and Ey is a function of y only; i.e., E(x,y) can be
expressed as A(x) + B(y), where A(x) is a function of x only, and B(y) is a func-
tion of y only. Then the system is completely separable.

Design Separability

However, this very common way of defining separability is not appropriate in
the context of this book because we are concerned with the designer and not
some abstract system that exists independently of the designer. Consider, for
example, the rather ”obvious” separability of the ditch-digging system. How
does the designer know that the parts are separable? Indeed, as soon as we
raise the question we see that even in such a simple case it is not at all obvious
that separability obtains: perhaps the manner in which one man works could
enhance the other's task. The designer's question is: What do I have to know
about the other parts in order to know that this part is separable? Thus we can
easily imagine a case where a part is indeed separable, but where a designer
could not possibly acquire information on this point without evidence about all
the parts.

If we return to the industrial example, the problem of the designer can be made
clearer. When a designer examines a procurement policy, for example, he nor-
mally attempts to measure some of the relevant properties of the system: the
way in which demands come into the system, the way in which prices vary, the
costs of placing orders, the delays in receiving orders, and the costs of storing
items. These measures are then combined by a model to form a measure of pro-
curement effectiveness. In at tempting to measure these properties, the
designer must examine how other parts of the whole system are operating. The
demand, for example, is the consequence of policies of the production depart-
ment or sales department. The cost of placing orders is the consequence of pol-
icies of the order department. The cost of holding stored items is partially the
consequence of the firm's investment policies. Now these policies of other parts
of the system can be varied; in fact, they determine the effectiveness of the part
with which theyare associated. As a consequence, any so-called optimal policy
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of the procurement system is asserted to be optimal only because one assumes
that the relevant policies of the other parts are optimal.

In other words, the designer has no way of obtaining information about the
effectiveness of a part except to assume certain characteristics of other parts.
The parts, therefore, are not separable in a design sense. The concept of design
separability of the components of a system can now be formalized by extension
of the language introduced above:

1. A ”choice set” C relative ' to an individual is a set of potential choices of the
individual.

1. An individual ”knows about” a choice set C relative to an objective O over a
set of environmental conditions N if he chooses the optimal member of C in
all conditions. Normally, we add the stipulation that the conditions so
change that the optimal member of C changes, and hence that the choice of
the optimal is invariant with changes in the structure of the optimal.

1. In general, one individual A ”knows more about” a choice set C than
another individual B if A is ”more likely” to make a better choice over a set
of environmental conditions N than is B (the definition of ”more likely”
need not divert us here).

1. An entity x is ”evidence” relative to an individual, a choice set C, an objec-
tive, and a set of conditions, if x makes the individual more knowledgeable.

1. A designer is a system S1 with the objective of improving a system S2.

1. One part s21 of S2 is designseparable from another part s22 relative to a
designer S1 if selecting some aspect of the behavior of s21 as evidence about
s22 for S1 is never an optimal strategy of S1 relative to the objective of
improving S2.

Various types and degrees of design separability could now be introduced, e.g.,
the amount of difference in improvement that evidence about another part pro-
duces, whether the design separability depends on that state of S2, and so on.

It is important to emphasize that in introducing the concept of design separa-
bility, the concept of separability is made relative not only to the system and its
parts, but also to the state of the designer. Thus it may be that the effectiveness
of a system can be represented, as suggested above, in the form E(x,y) = A(x) +
B(y), but a designer may not know this, and the only way he could come to
learn it would be to know all about both parts.

The concept of the designer of a system also helps to shed some light on a ques-
tion raised in Chapter 1 and one that is central to Chapter 2: the ”size” of a sys-
tem. From the point of view of one designer, the size of a dwelling system may
simply be a house or a room in it; from another designer's viewpoint it may be
the community or nation. This suggests that the ”size” of a system is defined by
the choice set of the designer: anything the designer can change through the
decision-maker which will influence the effectiveness of the system is a ”part”
of the system. On the other hand, information about some aspect of nature may
be very important in designing a system, even though the designer cannot
change this aspect. But ”learning about an aspect of nature” is an activity of the
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design system, and it is an activity that may be subject to the choices of the
designer. Thus the design system may include ”learning about x” as a part, even
though x is not a part of the system being designed.

Illustrations

We can now illustrate the system specifications 1 to 8 on page 43. First, con-
sider a college in the following manner:

1. The college has a set of goals

2. The measure of performance is the number of student credit hours per dol-
lar of expenditure per semester

3. The client is the set of people who can potentially attend the college plus 
those who pay the tuition

4. The components are the curricula of the college, plus administration and 
services

5. The environment consists of legal constraints, budgetary policy, community 
reaction to the college, etc.

6. The decision-maker is composed of trustees, administration, and faculty

7. The designer is (say) the planning committee of the college

8. The planning committee's intention is to recommend changes in the college 
programs that will maximize the college's benefit to the client.

Evidently, there is much to criticize in this ”system's approach” to a college,
even though it closely approximates the way in which many trustees and state
legislators regard these institutions. The weakest point perhaps is the measure
of performance, because this can be increased simply by making classes larger,
which clearly does not serve the client's interests. What is not evident at all is a
more adequate measure. This is a point to which we'll return later in this book,
when we discuss the relation of individual value to system value; specifically,
we'll want to consider the thesis that the purpose of a college is to foster every
student's unique style of learning. Another decidedly weak point is item 4,
because it may very well be that the existing divisions into disciplines and cur-
ricula fail to capture the spirit of the learning process. Finally, item number 6,
though essentially valid for most colleges, may represent the real weakness of
today's policy of higher education, because there is much to be said for the the-
sis that the student is an ”expert” on the learning process and should be a
prominent part of the decision-maker. Again we'll want to review this argu-
ment in greater depth when we discuss the limitations of the systems approach.

As a second illustration, suppose we consider ”basic research,” a much dis-
cussed but little understood area of human endeavor. If we regard basic
research as a system, then the following suggestions emerge:

1. Basic research has a set of goals

2. The measure of performance is the amount of ”newand significant” knowl-
edge produced per unit of research effort

3. The client consists of all persons with intellectual curiosity
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4. The components are the scientific disciplines; within each discipline the 
subcomponents are individual researchers or research teams (we shall con-
sider the organization of these subcomponents below)

5. The environment consists of legal, budgetary, and social constraints, plus 
educational policy dictated by trustees, administrators, foundations, govern-
ment agencies, and legislators

6. The decision-maker is the community of scientists

7. The designer is the community of scientists

8. The community of scientists ”plan” for the best development of basic 
research.

One can sense how introverted this system becomes, especially when the
designers suggest that the rather vague measure of performance (item 2) be the
result of the subjective judgment of the scientist. Hence, what research is sup-
ported (within the budgetary constraints defined by the environment) is
decided by the community of scientists, who, together with their admirers, are
al so the client and decision-maker. The paradox is that basic research, which is
supposedly the most objective method of learning nature's secrets, becomes
completely subjective when viewed as a system: as a system, its performance
measure is based on a collective subjectivity not checked by external judgment.
From the system's point of view, it does not differ from an esoteric mysticism
which sets its own criterion of inner truth. To break out of this shell, some
designers suggest we judge the value of basic research in terms of its ”payoff” in
applied technology. But to others in the scientific community, this suggestion
seems to rob basic research of its ”basic” property. The problem is a very deli-
cate one: How can we at one and the same time design a system of basic
research which preserves the traditional freedom of inquiry and yet becomes
more objective in its value structure?

The question is closely related to the question of the boundaries of the basic
science system. The description given above assumes that the system is made
up of the disciplines. But should we not include within basic research those
efforts designed to procure funds for research? Are the policies of funding
really in the environment and hence beyond the control of the scientists? The
policies of funding are in part determined by politics.

Now internally science has a politics of its own, as the disciplines debate their
respective cases. But ”science” also attempts to influence business and govern-
mental policies. We sometimes tend to think that the politics of science is good
because, I suppose, everyone wants more knowledge and therefore the political
activities of those who acquire knowledge for man must be sound. More specif-
ically, are we justified in saying that any activity which reduces our ignorance
of the consequences of our policies is justified? If we view the problem as one of
ignorance vs. knowledge, the answer must be affirmative. But if we view the
problem as one of ignorance vs. deprivation of goods, then the answer may be
negative. It may be better to be ignorant than to starve. A little more honest y
may lead us to suspect that the kind of research that receives large grants may
not be justified in the larger scope of national interest. Thus in the broader
viewpoint one cannot distinguish between science and its politics; it makes no
sense to the designer to say that science is a body of knowledge and politics is
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people, and therefore the two must be different. For the designer it is impossi-
ble to optimize the system of acquiring basic knowledge without considering
the political problems that such a system generates. The boundaries of ”basic
research” expand into the area of national policy making, and the client
becomes larger than the scientific community.

And there is some good ground for thinking that information about the govern-
ment and international politics is relevant to the design of specific research
projects, once we realize that science is an institution devoted to survival. Its
programs are designed for long-range objectives that cannot by their nature be
accomplished in a generation. Hence, one strategic problem of a scientific
project is the optimal bequeathing of the project to others, just as one overall
strategy of science is bequeathing its work to the next generation.

If we admit the bequeathing problem to be an essential part of the problem of
scientific method, then we must include within the design system of science the
strategies of its survival. The consequence is that the design system of science
will become very large in eras when politicians and industrial managers seek to
use science for en ds that conflict with the aim of scientific control. Hence, the
design system of science ought to include estimates of optimal international
policy, if international policy could threaten science's existence.

At this point we can afford to pause and ask whether the conclusion just
reached makes a difference. Of course there are very many scientists who do
not believe that world politics is a scientific problem. Their disbelief is based on
their implicit assumption that ”science” is simply the activity or output of some
more or less well-defined group of researchers. What I have called the design
system of science is therefore

not conceived as a ”part” of science itself. But most of these scientists would
include the logic of scientific inference in the corpus of science. It follows that
they are willing to include in the ”body of knowledge” some aspects of the
design system. If this much is included, then why not the rest? On what basis
are we to draw the border line between the internal strategies of science and its
external strategies?

Still, even if those who want to keep science pure are illogical, does the issue
make a difference? Most scientists are concerned about world politics and
would like to help. What difference does it make whether they regard the issues
as scientific or nonscientific?

There are at least two ways in which it does make a difference. The first has to
do with attitudes and the second with reflection. If communication and world
politics are regarded to be scientific issues, then the status of those who work
on these issues is improved in the scientific community. Much more important,
scientists themselves will realize the necessity of rigorous analysis and con-
trolled fact finding in the study of these problems, qualities that seem to be
lacking in many of the current discussions. Finally, if these issues are taken to
be scientific, then our best minds may want to weigh the scientific value of
working on them rather than on matters of energy and space.

The second difference is reflective. I said above that most scientists would place
the logic of inquiry in the corpus of science. But I think that very few of them
have ever tried to check this logic in the same sense in which they check discov-
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eries in their own fields. The validation of the logic of inquiry consists in show-
ing that certain activities carried on within the scientist's laboratory or study
are optimal ways of reaching results. How can the scientist guarantee this opti-
mality?

Research Activity As a System

This last question is concerned with the optimal design of a research project
(component  4, see page 56). Although scientists do speak of experimental
”design,” it is seldom if ever that the process of experimenting is viewed as a
system. For example, there is the prevalent assumption that thinking and/or
observation are separable parts of a research project.

This position is the essence of positivism. The crucial point is not that thinking
or observation may fall into error; everyone recognizes this possibility. The
positivist position is that it is possible to do the best one can with some acts of
thinking or observing without having to be concerned about the uses to which
one's thoughts and observations are put or the way in which they are communi-
cated to others. But from a systems' point of view the question is whether the
observational part of the system is actually design-separable from the rest of
the system; Descartes and Leibniz claim that it is not, positivism that it is.

To consider this question in more detail, suppose we try a systems' approach to
a research project by constructing a more or less obvious division of the
research activity as follows :

Part 1 determines what specific objective the team shall pursue, i.e., defines the
problem area;

Part 2 specifies the problem, i.e., creates a model within which the problem can
be defined (the model often being expressed in a formal system);

Part 3 determines the logical consequences of (theorems) of the model;

Part 4 specifies what data are required, in what form, to what degree of preci-
sion, in what amount;

Part 5 specifies how the data are to be collected;

Part 6 collects the data according to the requirements;

Part 7 transmits the data to a central point;

Part 8 analyzes the data;

Part 9 produces a set of results;

Part 10 stores the results and transmits them when needed;

Part 11 determines when stored results are needed and how they are to be used.

The positivist thesis is that inquiring systems can be so designed that Part 6 is
separable. Part 3, often called analysis, is also a likely candidate for separabil-
ity.
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We can readily satisfy ourselves that some of the other parts are not separable,
and indeed that their proper design is still an unsolved problem. Consider, for
example, Part 10, the part of research that stores and transmits information. In
earlier times, men thought of communication systems in relatively simple
terms, perhaps because the total amount of real information was small. The
altemative designs consisted of mixtures of talking and writing, of personal
memory and written documents. Today, we all realize that the problem of stor-
ing and retrieving information has become serious and that the Dumber of
alternative designs is very large.

If we were to start from the beginning, would we build libraries with books?
Would we publish journals? Would we hold meetings with papers? Would each
scientist's study be equipped with pushbutton panels that would call up what
he needed to know on a television screen? What form would such information
take? How would a researcher in such an environment know when to request
information? At our present stage of technological development, we have some
valid reasons for suspecting that science is poorly designed in its communica-
tions, so poorly that the resulting inefficiency may be colossal.

In any event, it seems clear that information-retrieval subsystems are not sepa-
rable. For example, the optimal information system depends on how the results
are to be used (part 11), as well as the form of the results (part 9) and their
structure (parts 2 and 8). In other words, evidence about the state of the other
parts is required to design part 10, and improvement in part 10 depends on the
status of the other parts. Thus part 10 is not separable and hence not design-
separable either. The question raised earlier was whether the data-collecting
component is separable. This would be the case if it were possible to observe
and record observation accurately, without cost, and without depending upon
the states of the other system components. When scientists speak of ”raw
data,” they of ten have some such idea in mind: the raw data are received by the
inquiring system in the ultimately simple manner. We shall be devoting some
space in chapter 5 to the design of raw datacollecting components, and our
conclusion will be that these components cannot be designed in a separable
manner. But even without this analysis, it seems almost obvious that the
requirements of accuracy and minimum cost, if legitimate, make the design of
data collection nonseparable.

The theme that emerges from these discussions of systems is that all systems
are design nonseparable.

Systems and Their Design Systems

This thesis takes us back to the issues raised at the end of the last chapter, as
well as to the last item of the list of system specifications on page 43: what kind
of guarantee must the designer of a system have that his activities are meaning-
ful relative to the system objectives, given that evidence of the improvement of
a part depends on a knowledge of the ”whole” system?

For all three rationalists, Descartes, Spinoza, and Leibniz, the design system is
an integral part of the system itself; furthermore, the system designer must
assert that one of his fundamental activities is the development of system guar-
antors. Specifically, a fundamental problem of science is the problem of guar-
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anteeing that the activity of inquiry by any specific scientist is me aningful
relative to science's objectives. This does not imply that each and every scien-
tist works on the guarantor problem; it does imply that each and every scientist
has the responsibility of making sure that the problem is worked on.

It may seem odd to include design stability, i.e., guarantee of real improve-
ment, into the definition of a system. But it should be emphasized again that we
are interested here in the meaning of a system from the designer's point of
view, i.e., in the ”systems approach” to social change. If the designer's world
contains no guarantee that his activities will improve the system for the client,
then the real system is largely meaningless for him.

Now the most forceful reply to the challenge of rationalism is to argue that the
rationalists ignored the possibility of viewing a system as adaptive; they
assumed that the problem of the guarantor must be settled once and for all.
Instead, shouldn't we recognize the importance of ”temporary separability” of
system functions, in order that we can get on with the job? That is, the designer
temporarily assumes separability in order to improve a part, and later on may
drop this assumption. The designer wants to proceed in this way because he
feels that temporary separability is the only feasible approach to system design.
It permits control relative to fairly specific objectives; it permits an adequate
scanning of alternatives and a reasonable evaluation of each. Hopefully, then, if
the can perform reasonably well in each segment, the whole will develop in a
reasonably satisfactory manner. And if not, then the designer can introduce
decision rules for revising the process of change, i.e., for adapting to unfore-
seen consequences. In the case of inquiry, the dominating criterion of control is
objectivity; one wants to be reasonably sure that the evidence for a state of
affairs is not itself distorted by the feelings of the of the investigators, or some
external but unknown influence. There is overwhelming agreement that the
larger the system, the greater the risk of non-objective evidence.

But the concept ”temporary separability” does not avoid the guarantor prob-
lem; it means that the designer of a system assumes that the whole system has
certain specific characteristics as far as its impact on a part is concerned. It is
stable, or changing very slowly, and changes in the part will not influence its
stability. He doesn't know that this assumption is correct, but for the time
being he acts as though it were, in order to be able to grapple with a smaller
problem by means of reliable and precise methods.

Some support of this approach seems to be found in our recent heritage in mat-
ters of inquiry. Modem mechanics began with the study of one body, and when
this system was understood, it went on to the study of many bodies, of fields,
and so on. So in modem game theory, we find students of conflict who believe
that one starts with a simple constant-sum two-person game, and that the opti-
mal behavior of people in such a situation can be fully understood regardless of
any other conflict situation the se people may be involved in, and regardless of
any other characteristic of the world.

Thus, even though separability may never occur in a pure and permanent form,
shouldn't we act as though it holds, insofar as we can legitimately do so? The
principle that motivates one to answer this question affirmatively may be
stated as follows: design the inquiring system in such a way that some of its
parts are virtually separated. Proceed in the study of the separated parts and
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only reconstitute the system when separability is no longer feasible. This is
surely the spirit of academic research and a large part of business and govern-
ment research. The opposition between classical rationalism and the contem-
porary theory of system development needs to be stated more precisely in
order to bring out the essential characteristics of the rationalist inquiring sys-
tem.

Dynamic Design Systems

Consider, as before, a system S with subparts Si. Instead of considering S as a
fixed entity in time, consider a method of designing S whereby the designer
takes the parts to be separable so long as the system ”behaves properly,” and
redesigns the parts whenever the system fails to operate properly. We shall call
the principle by which a part is changed a ”transformation function.” The cru-
cial point in the design is whether one can recognize the unsatisfactory state of
apart without having to study the entire system in depth. This is equivalent to
asking whether the transformation functions are functions of the prior states of
S, or merely functions of a subclass of the parts. If they are functions of S, then
the designer needs to know or estimate the properties of the whole system in
order to judge how to change a part.

The strongest form of the separability principle with which we are concemed
states that the transformation functions of a part are functions of the prior
states of the part only. Specifically, it says that a designer can partition S into
subparts in such a manner that:

1. Decision rules can be constructed for the operation of each part 2. The appli-
cation of the decision rules to a part depends only on information about 
prior states of the part

2. There exists a function of the prior states of a part only, which determines 
whether the part is stable (satisfactory) or unstable (unsatisfactory)

3. There exists a decision rule applicable to the system that will so modify its 
operating rules that the part will be transformed from an unstable part into a 
stable part

4. As soon as a certain degree of instability of a part occurs, the designer can 
recognize this event and influence the decision-maker to change the system 
so that the part becomes stable

5. The set of all possible decision rules governing each part, plus the transfor-
mation rules that send a part from an unstable to a stable state, according to 
1 through 5, contains at least one member that is superior to any other rules 
for operating S, relative to the client's objectives.

In summary, the designer keeps his eye on the various segments of, the system,
and when he detects serious trouble, be moves to modify the segment. The
approach is ”incremental”; one moves in steps that the decision-makers and
clients can understand.

The reader may recognize that this principle of ”incrementalism” underlies a
good deal of present-day reflection about adaptive behavior. See Lindblom and
Braybrooke (1963). For example, the principle is inherent in statistical quality-
control procedures. Inspection, which plays the role of an inquiring system for
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production, partitions the production system into parts, identifies the proper-
ties of the parts, sets, up standards of stability in terms of control parts, signals
instability when it occurs solely on the basis of the data obtained from the part,
and reconstitutes its image of the system until the ”assignable” cause is found.
Similarly, the model of a ”satisficing man” shows him to be one who breaks out
reasonably sized problems of decision, who pursues the problem to a solution
that satisfices, who recognizes satisfaction or dissatisfaction clearly, and who
takes these to be criteria of his control of the situation. 

Another example is to be found in cost accounting, where each segment of an
organization is supposed to operate within the constraints of ”standard costs.”
When ”variances” from standard occur, the part must account for them to the
central administration, which then acts, if appropriate, to redesign the offend-
ing part.

Finally, many urban planners or public administrators espouse incrementalism
because they believe that the designer can only influence the decision-maker to
change when the change is specific, not global. As the designer goes further and
further ahead of the decision-maker in his planning, his influence diminishes
and his error increases. Hence planner and decision-maker should proceed
down the highway of progress hand-in-hand, so to speak.

Nonseparability

The negation of the temporary separability principle might take one of several
forms, depending on what aspects of its lengthy set of assertions one wants to
hold fixed. Leibniz does not seem to question the advisability of partitioning
systems into parts or of attempting to control the parts. Rather be argues that
the ”proper performance” of a subpart depends on some concept of the whole
system. In other words, he claims that the criteria of the stability of apart
depends on a concept of the stability of the system S itself. Therefore, the alter-
native principle be has in mind is one that denies (2) and hence (3) in the list
above. It asserts that one can only determine instability by examining the
whole system as well as each part.

This nonseparability principle reads :

1. As before, decision rules can be constructed for the operation of each part

2. The application of the decision rules depends on the state of the wbole sys-
tem

3. There exists a function of the prior state of the part and of the whole system, 
which determines whether the part is stable or unstable

4. (as before) There exists a decision rule applicable to the system that will 
transform an unstable part into a stable one

5. (as before) As soon as a certain degree of instability of apart occurs, the 
designer can recognize this event and influence the decision-maker to 
change the system so that the part becomes stable

6. The set of possible decision rules of each part, plus the transformation rules 
that send a part from an unstable to a stable state according to 1, 2, 3, 4, and 
5, contains at least one member that is superior to any other rules for operat-
ing S relative to S's objectives.
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I said earlier that our recent heritage leads us to be more sympathetic with the
first solution to the problem of stability. But older traditions and two very mod-
ern developments would reverse the preference. We don't need to be reminded
of  Plato’s typical attack on system design: from the general idea of good to the
specific details of goodness. We have already reviewed the strong insistence of
the seventeenth-century rationalists on some form of the non-separability
principle. The two modern developments are cost-effectiveness analysis and
the ”decomposition principle.” In cost-effectiveness analysis, the concept of a
”part” of a system becomes quite flexible and is often called a ”program.”
Instead of regarding an organization in terms of fixed divisions-like air force,
navy, army-one thinks in terms of a classification of the major activities or
”missions.” Each mission requires various kinds of resources, manpower, capi-
tal, etc., which become the ”costs” of the mission. A proposed mission is then
compared with the other programs in terms of its whole system effectiveness. A
new proposal becomes, in effect, a proposal for the reconstitution of the system
into a new set of parts. See, for example Hitch (1965).

In the decomposition principle, each part makes its own plans in terms of the
cost of resources according to its own approximations. All the plans are for-
warded to the central point, which in effect compares the various demands on
the whole-system resources; if a scarce resource is requested by several parts,
the price of the resource goes up, and each part is informed of the new prices.
On the basis of this new information, a redesign of each part is proposed, and
again the new plans are compared. Under certain assumptions this procedure
leads to an ”optimal” overall plan. The point is that the computation required
to accomplish the whole plan at the outset may be enormous, where as the
smaller part-plans may be computationally feasible. See, for example, Dantzig
and Wolfe (1960).

It will be seen that both cost-effectiveness and decomposition planning satisfy
Leibnizian conditions: the optimum plan of a part is a function of all the other
plans, and a change in any part may require a new evaluation for all the rest.
Nevertheless, neither method has been applied to systems larger than corpora-
tions or federal agencies. Part of the reason, of course, is that for larger organi-
zations there is no central agency that can compare competing plans and work
out appropriate cost and effectiveness measures. Such a center would have to
translate objectives like health, education, poverty, safety, into some common
social welfare units if it were to try to use either of the two methods, and it
would have to have the responsibility of enforcing its overall criterion. Few
seem willing to put so much power into one part of the system, chiefly because
there would be no way for the other parts to exercise control over the central
agency's computations.

The Reality of the Whole System

To speak of centralized control reminds one of all forms of ”statism,” from vio-
lent fascism to peaceful socialism. Liberal democracy has long fought any such
trend toward overall system considerations. It is based on a pluralism of com-
peting values. Many liberals have claimed that ”there is no such thing” as a
group mind, or a state mind, or-I suppose -a whole system. Part of this claim
arises from their strong empiricist attitude that something which cannot be
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directly apprehended cannot ”exist,” and part arises because of their deep-
rooted belief in the ultimate value of the individual. And yet to a philosophical
”monist” they fail to show how an individual mind can exist without a group
mind, or how an individual can judge himself except in terms of his society.
And, indeed, the group mind does seem to exist, even in a liberal society. Fur-
ther reflection on the government process just described reveals that the
Bureau of the Budget is a more general designer than any specific agency; it
recommends allocations of resources to Congress based on an overview of the
government's activities. Congress, too, is a partial decision maker, partial
designer. It implements certain programs, but also recommends others to the
public via its many constituencies The public also is partially the designer, par-
tially the decision-maker. With respect to the international system, a nation is
partially designer, partially decision-maker. Hence, it is possible to view
”designer” and ”decision-maker” in such a way that these do exist and do
encompass something that begins to look like a ”whole system.”

For the rationalist, the whole system must be a reality and, indeed, the highest
reality, the ens realissimum, that gives meaning to the existence of all things.
In the beginning of his Ethics Spinoza considers the reality problem of the sys-
tem designer: what can be assuredly assume to exist? Now the properties of
any part of a system like its weight, color, etc., do not imply the existence of the
system, because we can easily imagine that these properties change and no
longer exist. But, argues Spinoza, substance is something that cannot be con-
ceived in any other way than through itself, and the designer is completely
incapable of designing away substance, which is Spinoza's word for the highest
reality. Later history seems to have gained no insight from Spinoza as to how
we can legitimately use this idea to provide the basis for the design of a system
guarantor.

Leibniz is stem in his condemnation of those who want to make reality reside
only in the parts, and who wish to design systems by starting with the simpler
problems and working up to the more difficult1:

... I don't want to prejudge people's intentions and therefore I don't morally
criticize philosophers who wish to get rid of purpose in science and systems
design. But nevertheless, I must confess that the consequences of their posi-

1.  1 ”Comme je n'aime pas de juger des gens en mauvaise part, je n.accuse pas nos 

nouveaux philosophes, qui pretendent de bannir les causes finales de la physique, mais je suis 

neanmoins oblige d'avouer que les suites de ce sentiment me paraissent dangereuses, surtout si 

je le joins a celui que j'ai refute au commencement de ce discours, qui semble aller a les oter 

tout a fait, comme si Dieu ne se proposait acune fin ni bien en agissant, ou comme si le bien 

n'etait pas robjet de sa volonte. Je tiens au contraire que c'est la ou il faut chercher le principe 

de toutes les existences et des lois de la nature, parce que Dieu se propose toujours le meilleur 

et le plus parfait. Je veux bien avouer, que nous sommes sujets a nous abuser, quand nous vou-

lons determiner les fins ou conseils de Dieu, mais ce n'est que lorsque nous les voulons borner 

a quelque dessein particulier, croyant qu'il n'a eu en vue qu'une seule chose, au lieu qu'il a ne 

meme temps egard a tout.” JLeibniz, Discours de Metaphysique, paragraph 19]
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tion seem to me to be quite dangerous. They believe that there is no such
thing as an overall system or a most general system. On the contrary I hold
that it is in the concept of an overall system and its performance that the will
find the underlying principle of every part and the performance characteris-
tics of the part, because the overall system is the only standard of good or
excellent performance. I want especially to emphasize that one only ends in
confusion when he tries to determine an optimal plan solely in terms of
some particular design of a component, as though the whole system had
only this part to be concerned about, instead of its entire operations.

Thus the rationalists not only demanded a perfect whole system as a standard
for system design; they also demanded a fully qualified proof of the existence of
a perfect whole system.

We note, then, that the rationalist has added one very important property of
the ”whole system” that was omitted as we described the expanding decision-
maker-designer above, namely that the whole system is basically good. That is,
we could not say that collective mankind is the real whole system unless we
could show that its intentions were good. If we could do so, we might then
speculate on whether it is appropriate to call such a collective ”God.”

The rationalist was in his own view a scientist, and for him nothing can be
admitted to the fund of knowledge that has not passed the most carefully
designed criteria of objective truth. But for him ”objectivity” rests ultimately in
the concept of a benign governance of systems. Today, theology and science
have no common meeting ground. A theology that must postulate a God rather
than provide a precise proof of His existence cannot expect to find acceptance
as a branch of science in an age when the essential feature of science is its strict
adherence to standards of precision.

Now the rationalist did believe he could find a precise and simple proof of
God's existence. This does not mean that it is a simple matter to find such a
proof, as the tortuous passages in Descartes and Leibniz clearly show. But all
who have tried mathematics have had that quite wonderful experience of find-
ing, after hours or years of labor, a very simple way of proving something that
was not obvious at the outset.

The failure of the rationalism of the seventeenth century lay in its inability to
find a simple and precise proof that all could agree to. It was Kant who finally
exposed the fallacies of all proposed simple proofs. The essence of the Kantian
refutation was that the conceptual framework required by science to give
meaning to experience was not logically strong enough to establish a God in the
sense demanded by a Leibnizian theory of reality. In the post-Kantian period,
Hegel attempted to revise Kant's notion of this conceptual framework, and
thereby to establish an Absolute Mind. His Absolute Mind plays exactly the role
required of a ”whole system,” because it establishes the grounds for meaning in
any aspect of reality. But western science, at least, could not tolerate the ambi-
guities of Hegelian logic, which required contradiction as a necessary condition
for proof. Today contradiction still plays the same role as it always has in west-
ern science: it is that which establishes the stopping point of formal inquiry.



Chap 3: On Whole Systems: The Anatomy Of Goal Seeking   54

Monism

Thus we can see the lines of the intellectual battle. It is a fight between plural-
ism and monism, between those who wish to see and design their world in
pieces and those who wish to see and design it as a whole. The pluralist is a
problem solver, incrementalist, individualist, empiricist. He becomes most
uncomfortable when challenged to explain what the system is supposed to
accomplish, what are its ”real” objectives, because in his heart he doesn't
believe that a system has objectives; ”only people have objectives,” he says.

Pluralism is very popular today, but to the monist it is essentially irrational. On
the one hand it praises ”freedom” and ”individualism,” and through political or
even military forces tries to bring about a freer world. Hence it does believe in
overall objectives. On the other hand, it don't defend its policies, even when in
the attempt to establish freedom so many people die and lose their freedom.

Since pluralism has so much the flavor of common sense, it will be worthwhile
to spell out in more detail the meaning of monism as the rationalist sees it. The
overriding idea is that existence has a purpose, and that the purpose is good.
There is, in fact, a guarantee that, despite heartache and body ache, we are on
the road to blessedness. This is the best of all possible worlds, either because it
is the only possible world (Spinoza) or because it was designed by a perfect
designer (Leibniz). Monism says a great deal, and our modern-day attitude
toward it may be to reject some of its tenets and accept others. The monist's
tenets are all concerned with the concept of the ”whole system.” A ”whole sys-
tem” in its broadest sense is that system of which every other system is a part.
This implies that the goal of the whole system sets the goals of every other sys-
tem, since according to the definition of a system given above, ”part perfor-
mance” is always evaluated in terms of ”system performance.” The pluralist, of
course, does not believe that such a whole system exists, i.e., he does not
believe that there is any system that sets the performance standards of all sys-
tems.

The basic tenets of monism are (1) the whole system exists and is unique; (2)
the whole system is optimal; and (3) the proof of the existence of the whole sys-
tem and its properties meets the requirements of scientific proof (i.e., has the
highest level of objectivity).

Proposition. 1 contradicts the pluralistic philosophy of conventionalism. Few
pluralists would question the convenience of using constructs that enable us to
integrate our empirical findings. For example, students of organization theory
often act as though there really were a total organization ”out there,” just as
political scientists sometimes seem to act as though there is such a thing as the
federal government, and engineers as though a total generator plant existed. To
a strict empiricist, however, these suppositions are merely convenient ways of
tying together a series of observations. Be would not permit the scientist to
claim reality for his construct, since the construct is never observed. The
monist, of course, goes far beyond the organization theorist in his claim that
the most comprehensive system exists.

The empiricist, as we shall see, adopts one answer to the problem of the onto-
logical status of sense impressions, an answer that he takes to be based on the
principle of parsimony in inquiry: never accept any more than is strictly war-
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ranted by the sensory evidence. To the monist the difficulty with his answer is
demonstrated in the discussion of rationalism. If the empiricist is telling us
how to design inquiring systems, then we must ask whether the kind of parsi-
mony he requires is desirable. The answer to this question depends on the
manner in which, the inquiring system gathers its evidence, i.e., on the design
of the whole inquiring system. In other words, if the” scientist makes choices,
e.g., between parsimony and richness, what dictates the choice he makes other
than considerations of the objectives of the whole system?

Proposition 2 is not interpreted in the same manner by all monists. In Leibniz
there is a perfect system, God, which designs the whole system; the remaining
parts of the whole system are imperfect, and their ”measure of performance” is
gauged in terms of God's perfection, i.e., God's teleology. The optimal whole
system, therefore, contains less than perfect parts, a mysterious necessity
ingrained in reality. In Spinoza, the whole system is perfect and there is no
designer. As is well known, Spinoza seems to contradict himself in the Ethics
by implying that human beings ”ought” to increase their understanding of the
whole system, for this prescription leads one to conclude that the human mind
is not perfect. If everything that happens takes place because of the perfection
of the whole system, then this must be true of understanding: we understand
just what the nature of the who le system implies we are to understand.
Spinoza's problem is a subtle one, but a further discussion of it would take us
too far from our interest, because Spinoza is not concerned with the design
process, while Leibniz clearly is.

As was indicated in the last chapter, one role of the perfect entity is to guaran-
tee the survival of the whole system. In philosophical tradition, X is perfect if it
is not limited in some respect. In other words, the general property ”good” can
be subdivided into a set of properties : intelligent, beautiful, knowing, power-
ful, and so on. Entities having these properties can be ranked so that, for exam-
ple, ”is more powerful than” orders the objects of the word. For each such
property there is a maximal entity, e.g., an entity which is more powerful than
any other entity. Finally, it is asserted that there is but one entity that is maxi-
mum. A most intelligent entity is also most powerful and most beautiful. The
ens realissimum is that entity.1 In Leibniz, proposition 2 is true by virtue of the
fact that the perfect entity exists.

The pluralist wishes to restrict the whole system to what seems to be practically
conceivable, and would of course deny this assertion. He would, in effect, argue
that the theory of systems design does not have to commit itself concerning the
properties of the most general system, and certainly does not commit itself to
the existence of a perfect system. In particular, the pluralist would not agree
with the uniqueness of the maximal entity along all value scales. Most systems
designers go as far as they can in trying to conceive a system that will be best
for some specific purpose. But they do not feel that these systems are best for

1.  The axioms are as follows: Let [x] be the set of all entities of the world and [R] 

be a set of relations: (1) Every member of R is asymmetric, transitive, and closed with respect to 

[x]; (2) for every R there exists a (unique) member xmax of [x] such that xmaxRy is true for all y 

in [x]; for all R1 and R2 in [R], the xmax of R1 is identical to the xmax  of R2.
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all purposes. A missile system may be designed by the designer trying to con-
ceptualize what an ideal missile should do, e.g., it is one that destroys an enemy
stronghold perfectly. If so, be does imagine a ”perfect” system within the limits
of his imagination. But he would hardly say that the missile system was perfect
in all respects. It is not very effective for producing consumer goods, for exam-
ple.

The Leibnizian answer is fairly obvious, of course. It simply says that for every
missile designer there must be another systems designer who considers the
missile system as a part of his system. Such a designer also tries to conceptual-
ize the perfect system. For him, the ideal missile may not be the one that
destroys perfectly. It may, instead, be one that prevents destruction perfectly.
In this case, the original missile designer made a mistake in his selection of the
relations that rank entities. In short, only if the conceptualizes the most general
system will the know what relations are appropriate in ranking entities.

A CLASSIFICATION OF SYSTEMS

The unique and perfect system concept can be understood in another way. In
our culture, we typically segregate the functions that men perform, in terms,
say, of the professions of research, law, education, industry, government, and
so on. The professions come in contact only on the periphery, so to speak,
where a man of one profession consults a man of another. In the consultation,
the one learns about the results of the other's deliberations, but does not take a
hand in framing the results. This is essentially a partitioning of our social insti-
tution into presumably separable parts. Bach profession can be understood by
itself, by understanding the manner in which it works and the principles that
guide its actions.

But suppose one were to deny all this segregation of the professions and were
to say, for example, that one cannot understand science unless one has under-
stood it as a management profession, a political activity, or a legal activity. For
example, one might argue that science can manage an enterprise, or a part of it,
and that operations research is just such a way of viewing science. One might
further argue that there is some optimal way in which science can manage: an
ideal of scientific management. Finally, one might argue that a necessary con-
dition for understanding what science is, is the understanding of how it can
and ought to manage.

It must be emphasized that all along we are discussing the design of systems.
Hence, the question is not to understand how present-day science can manage,
because present-day science is a very imperfect system. The question is: what
would science have to be like in order for it to be a management? Once one
begins to understand this question, he is on his way to understanding God, the
perfect system. For God can be looked at as a perfect scientist; but in the very
perfection of God as a scientist lies His perfection as a manager.

By the same token, a necessary condition for a full understanding of manage-
ment is to conceive of management as a science. This, indeed, is what is hap-
pening in the current developments in research and development, where
management is playing a stronger and stronger role in the planning phases of
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research. There is an activity called the management of science. There is an
optimal way in which management becomes a science, i.e., a generator of infor-
mation. To understand management, one must understand it as a science. In
other words, one way to understand management development is to determine
in what way management can become a scientific system. The way in which
God is a perfect manager can be understood by the way in which God is a per-
fect scientist.

The same theme could be repeated in many contexts. To understand science,
one must understand it as a legal profession, and to understand the law, one
must understand it as a science. For example, T. A. Cowan (1948) argues that
law is the system of controls for experimentation in the social sciences. It
seems to me that he is trying to conceive of law as a science. I know of no one
who has yet been bold enough to suggest how science becomes the law, except
in the bad sense of a science that controls thought processes. But such an
attempt needs to be made if one is to understand God as the perfect scientist:
the manner in which He is a perfect scientist includes the manner in which He
is a perfect lawmaker.

Even within the scientific disciplines themselves, the same principle could be
applied. For example, one cannot understand psychology until one has under-
stood in what way psychology is a physical science, i.e., has understood how a
perfect psychology must include a perfect physics. One notion of how this
might come about is to ”reduce” all mental phenomena to neurological phe-
nomena. But such reductionism is not the whole story; we must also show in
what sense physics is a psychological science.

We see in what manner present-day science is so imperfect. In Leibniz's termi-
nology, the scientist's apperception is very weak, even though his perceptions
may be strong. Interpret Leibniz's ”apperception” to mean the ability of the
system designer to design the system from many points of view-to design sci-
ence as a management system or design physics as a psychology. To the extent
that a system fails in its apperception, it is less than God, i.e., it is an imperfect
monad.

Thus the implication of the rationalist thesis is that the system's designer does
not understand his system until he understands it in terms of all the basic func-
tions. The designer of a missile system must understand how the missile sys-
tem is a productive system, a communications system, an inquiring system,
and so on, if he is to understand his system fully.

The implication of proposition 2, therefore, is that: (1) all systems have the
same set of functions; (2) their objective is to increase the clarity of their apper-
ception; (3) a perfect system does exist in the sense that there is a system with
perfect apperception.

Clearly, proposition 2 demands some reasonable taxonomy of systems in order
to be usable. If systems of type x must be understood as systems of type y, what
ranges of concepts do x and y entail? Our present taxonomy, which has grown
out of the tendency to separate functions, may be far too awkward to apply.

Proposition 3 states that the existence of the whole system and the perfect sys-
tem can be proven objectively. Clearly the monist does not me an that ”exist-
ence” is to be defined in terms of  ”observed” or ”observable.” Instead, for
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something to be taken to exist, it must be assumed essential in the develop-
ment of inquiry. He asserts that one cannot separate out segments of inquiry
and stamp ”existence” or ”reality” on these alone, because these segments exist
as segments only by virtue of the whole system. We never know what really
exists, but at any time we do the best we can to construct an image of the world
in which our observations, our thinking, our feeling, our intuition will live as
well together as possible. We take such an image to exist; but it is so taken only
because we argue that there is a whole image of which ours is an approxima-
tion.

Propositions 1 and 2 state a hypothesis about reality: namely, that there is an
ens realissimum. We cannot agree with the rationalist that the proof of the
hypothesis is simple. Indeed, it never will be proved because it is the most com-
plicated hypothesis possible.

The Science of Theology

The effort to satisfy proposition 3 falls within theology. We have seen that the
type of evidence required by a science of theology is quite different from the
evidence of the so-called empirical sciences; the evidence for a proposition x in
theological science is of the form ” x is needed in order to guarantee y” where y
is some evidence in a ”contingent science.” Although the rationalists agreed
that a theological science is fundamental, in the sense that no science can exist
without it, as we have seen they disagreed as to the nature of the fundamental
entity of a theological science, the perfect Being.

The underlying theory of the rationalist theology was that systems can be
described in terms of their ”levels.” For example, two individuals in a division
of a company are arguing about whether the company should advertise in a
cheap ”man's magazine.” The argument is to be resolved by going to that higher
level of the corporation in which benefit vs. dignity can be compared. Or two
states of the United States disagree about the use of water in a river that flows
between them; a ”higher” level of federal authority may step in to resolve the
issue. In international crises, as well as in many disputes at the state and local
levels, the appropriate ”higher level” is not easily found, and, indeed, is a task
of system design. Clearly the relation ”is at a higher level than” is fundamental
in theological science, and plays a role in all sciences that somehow try to dis-
tinguish between levels of life.

Spinoza's concept of level relies on the logical concept of inclusion. In exten-
sional terms, S1 is at a higher level than S2 if every entity in S2 is included in S1
but not conversely. In intensional terms, S1 is at a higher level than S2 if every
property of S2 can be defined in terms of the properties of S1 but not vice versa.
The highest-level system in Spinoza is God, i.e., substance, which means that
every lower-level system is ”in God” both extensionally and intensionally.
Spinoza's theory of levels more or less accords with same modern-day concepts
of organizations, especially in ”planned societies” where every issue between
two systems at the same level can in principle be resolved by a higher level
which includes both subsystems and defines their functions.

A different approach in organization theory is to consider the higher level to be
distinct from the lower, and to have certain properties that qualify it to make
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the higher-level judgments. Ideally, the highest level must have the ability to
discern all possible pathways, the objective basis of resolving all value differ-
ences, and the power to enforce its judgments. It is omniscient, optimal, and
omnipotent. The higher levels need not be like the lower ones, either in their
structure or their mode of operation.

Leibniz introduced a synthesis of these two opposing points of view. In Chapter
1 we considered the question whether every system has parts that are also sys-
tems; if this is the case, then there is no ultimately ”simple” system. Leibniz's
system theory posits the existence of simple systems that have no parts; never-
theless, we have noted that all Leibnizian systems manifest the same functions,
though in all but God the functioning is imperfect. Thus all simple systems are
alike with respect to their underlying types of change.

The lesson of Leibniz's monadology for system design is that all systems can be
analyzed into sets of irreducible subsystems, that every such irreducible sub-
system has the same set of functions as every other, and that the subsystems
differ one from another in the effectiveness of their functions. Leibniz does not
provide enough about the internal workings of his monads to carry the analogy
into modem system design, but his point has been made many times in discus-
sions of ”general systems theory,” in which students of systems try to describe
the essential characteristics of all systems. See Boulding (1956).

Leibniz's idea seems to have been first proposed in western thought by Anaxag-
oras, but with a radically different intent. In Anaxagoras, reality is made up of a
rich variety of properties, and in every real entity all the se properties occur
(with the exception of the mental property). Many writers, including Leibniz
himself1 would probably assign the philosophical origin of the principle to
Plato. Certainly Leibniz's theory of ideas is Platonic; and certainly Anaxagoras'
theory is materialistic. And yet it seems to me that the credit for the central
idea-that one cannot describe any piece of the real world without using all the
basic descriptors of the whole world-must be given to Anaxagoras. What
remains to complete the Leibnizian theory of system design is a classification of
the basic functions of all systems. There also remains the problem of whether
or not there are ultimately simple systems. Finally, there is the overriding
problem of the meaning and existence of a system guarantor. The last stipula-
tion on page 43 remains a problem, and raises the question of whether systems
”exist” in a pragmatic sense: How can the designer ever be satisfied that his
efforts amount to anything that is really worthwhile?

The problems we have gathered from the rationalists will be considered in fur-
ther depth after some more historical excursions.

1.  See ”Briefe an Vic. Remond” in Leibniz (1914). 



  60



Chap 4: The Leibnizian Inquirer Illustrated: Organic Chemistry   62

Chap 4: The Leibnizian Inquirer 

Illustrated: Organic Chemistry1

Thus far we have said little about what many philosophers would regard to be
the central problem of inquiry, namely, the justification of induction. The prob-
lem is usually formulated as justifying the inference to a generalization from
the observation of specific events. In Chapter 2 we discussed a Leibnizian
inquiring system in which the confidence in any assertion, general or specific,
increases as the assertion becomes an integral part of a large fact net, i.e., tends
to lie near the bottom of the net. If this rather vague stipulation could be made
more precise, then one solution of the problem of induction might emerge.

In the last chapter it was indicated that observation is probably not the ”start-
ing point” of inquiry because it is not a separable component of the inquiring
system. Even if this is true, the problem of induction still remains, namely, to
indicate how the inquiring system can relate specific ”facts,” no matter how
contingent, to generalizations.

In this chapter we consider a specific example of an attempt to design a Leibni-
zian inquirer, in which the inductive problem is central. The example lies in the
area of analytic organic chemistry. This selection was based in part on the prin-
ciple of the mean between extremes: we wished to avoid an oversimplified
example that is of no real concern to anyone (e.g., are all swans white?) and, on
the other hand, an ex- ample so complex that no one really understands how
the system works. Before describing the components of the system we tried to
design, suppose we begin by representing the so-called.'inductive process” as a
two-component system. The first component roughly corresponds to the dis-
covery process, the second to the confirmation process :

1. Find an H which satisfies the schema, D because H and E, given D, the data to be 
explained, and E, the background statements, and some specified sense of 
”because”; and

2. determine the degree to which hypothesis H proposed in 1 is satisfactory, given the 
data and background statements, for some specified sense of ”degree of satisfactori-
ness.”

In recent philosophical literature, different kinds of hypotheses may count as
relevant answers to why-questions. For example, a '.how-possibly” explanation
(in Dray's sense) may be appropriate in some contexts while other contexts call
for deductive-nomological explanations (in the Hempel-Oppenheim sense).
That is, different senses of ”because” may be applicable in different contexts,
i.e., the links of the fact net may vary. And, perhaps more obviously, the same is
true for satisfactoriness. A hypothesis which is intuitively very likely may have
a low degree of confirmation in some logic of confirmation.

1.  The material in this chapter is based on a research project conducted by E. A. Feigenbaum, Joshua 
Lederberg, Bruce Buchanan, and others, together with the author, at Stanford University. An earlier 
version of the chapter, entitled ”On the Design of Inductive Systerns: Some Philosophical Problems,” 
was written by Buchanan and the author (1969).
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In the language of the last chapter, “because” and ”satisfactory” are related to
the components' measures of performance, which in turn describe the goals the
system is supposed to attain. In this simple, two- component inductive system,
the closer the first component comes to meeting the requirements of a speci-
fied ”because” and the higher the degree of satisfactoriness (in one specified
sense), the higher the measure of performance of the inductive system.

Hence the designers of methods for formulating and testing hypotheses, i.e., of
inductive systems, must not only specify methods for carrying out I and 2, but
they must specify what they mean by ”because” and ”degree of satisfactori-
ness.” By specifying what he means by ”because” in his system, a designer is
determining the kinds of hypotheses which he is willing to admit as plausible or
relevant candidates. (Cf. Hanson, 1961.) And when he specifies criteria for
determining how satisfactory a hypothesis is in his system, he is determining
the degree to which hypotheses will count as satisfactor)! answers to the why-
questions posed to the system. In fact, much effort in the philosophy of science
has been directed toward explicating the terms.'explanation” and ”degree of
confirmation.” But relatively little attention has been paid to the total inductive
system for which these explications are made.

Now there are a number of ways of conceiving the problem of designing an
inductive system. One very prevalent way in philosophical literature is to assert
that the problem from the philosopher's point of view must be framed solely
with in a formal language (i.e., a ”Logic”). In this regard, the problem is similar
to the deductive task of codifying the rules which define an ”acceptable” string
of symbols stretching from a given set to some desired conclusion. For exam-
ple, Carnap's studies of induction center on designs for a logic of confirmation.
No one who holds this view of deduction or induction denies that there are fas-
cinating extralogical questions of elegance of proof, intuitive insight, and so on.
However, others, like Goodman (1965), seem to have serious doubts whether
the inductive problem can be adequately encompassed within a purely formal
language built out of logical connectors and terms.

As will be seen, the practical problem of induction which is described in this
chapter leads us to a very definite position on this point. It will appear clear
that the purely logical aspects of the problem cannot be distilled from other
considerations, and especially not from the economies of time and strength of
insight of the qualified scientists. In other words, quite apart from Goodman's
question about the extralogical character of projectible predicates, there are
essential extralogical considerations that enter into the choices the designer of
an inductive system must make. We shall also see how the fact nets constructed
to improve our insight into chemical processes never lead to completely satis-
factory ”solutions.”

In mass spectrometry, a sample is fragmented by a bombardment of electrons
in a mass spectrometer, thereby producing ions of different masses. One result-
ing set of data is a graph, the x axis of which represents masses (molecular
weights2) and the y axis the so-called ”intensities” which, roughly put, are the
relative frequencies with which a fragment of a given weight occurs. Thus the
graph provides us with one set of contingent truths for the fact net.

In terms of the simple scheme given above, the specific problem we consider is
to explain the data, D, produced by a mass spectrometer, given E, the existing
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theory of mass spectrometry plus background conditions. That is: (1) find a
hypothesis H (in this case a molecular structure) which satisfies the scheme, D
because H and E; and (2) determine that H is most satisfactory (i.e., that no
other molecules account for the data-or at least not as well as this one-under
this theory and these conditions).

I More accurately, the abscissa points of a mass spectrum represent the mass to
charge ratio (m/e) where most, but not all, fragments are singly charged.

The set E consists of sentences about the fragment, about organic chemistry,
and about the conditions of the experiment supplied by chemists and others. E
is a Leibnizian fact net, or set of fact nets, linked together in various ways. It
contains both specific and general statements. It is created by asking chemists
and other experts a series of questions, e.g., ”Why do you say that a fragment of
such-and-such molecular weight must have such-and-such a formula?”

The hypothesis H is not just a chemical formula, but a specific molecular struc-
ture which shows the atoms and their bonds. Even for a relatively simple for-
mula there may be thousands of ”isomers,” i.e., corresponding structures. Most
of these, of course, may be very unstable, and therefore could not be satisfac-
tory candidates for H. Thus many of the sentences in E concern themselves
with the theory of chemical instability.

As in other routine scientific tasks, the set of concepts to be used in the expla-
nations and in the descriptions of the experimental results is fixed. The higher-
level problem of finding a language in which to describe this ”raw data” and
explain them does not apply here, at least initially, though we shall address
ourselves to it in the speculative conclusion of the chapter. That is, for the
present we regard the inquiring system strictly from the point of view of chem-
istry; we postpone the Leibnizian question posed at the end of the last chapter,
namely: Can this system be regarded as a non-chemistry system?

The fact net was designed into a computer program. In the system embodied in
the program the H's which satisfy the schema in (1) are molecular structures
which are consistent with the data to be explained (where a simplified theory
provides a consistency check). The theory of mass spectrometry currently is not
sufficient to allow one to incorporate the deductibility criterion of deductive-
nomological explanations. That is, the link between the ”facts” in E and the
contingent truth H to the facts of the mass spectrograph is not a deductive link
at this stage. Instead, the most ”satisfactory” hypothesis H in this system is one
with the highest estimated ”degree of satisfactoriness.” The program makes
this estimate by scoring the seriousness and the number of mismatches
between a prediction for a candidate molecule and the original data- using
admittedly incomplete methods of calculation.

We may note at this point that H is in the form ”X has property P,” where X
refers to a particular, individuated object, namely, the sample the chemist used
in the mass spectrometer, and the property attributed to x is a graph structure.1

1.  Thus the problem to be solved can be regarded as a mapping of one set of 

graphs (the mass spectrographs) onto another (the graphs of molecular structures). We return 

to this representation of the problem at the end of the chapter.
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Seemingly, therefore, our problem is quite different from the ”classical” prob-
lem of induction, which was concerned with the method of passing from data to
universal propositions. We say ”seemingly” because, as we shall see, it is quite
impossible to separate one's attitude toward the correctness of H from one's
attitude toward some of the tentatively offered universal sentences in E, the set
of background statements provided by expert chemists. A very successful
induction to a specific H increases the confidence in the theoretical laws. This
result is very much in accord with E. A. Singer's description of the empirical
process of science (1959), and W. V. C. Quine's metaphorical description of the
interconfirmations between laws and particular statements (1953) ; a geodetic
surveyor's success in measuring the distance between two specific points on the
surface of the earth at a specific time increases his confidence in the theory of
the instruments be uses. Chemists who work on the problem of identifying
molecular structures from mass spectra have no rigorous or mechanical proce-
dures which lead them from data to hypothesis. They look at clues, make
guesses, and reject hypotheses in typically undefined ways. Thus there seems
to be no explicit guide to the design of a satisfactory fact net. Our task was to
determine whether these many intuitive moves of the chemist can be designed
in an explicit way.

In order to understand the system, it will be necessary to enlarge the number of
components, i.e., the number of distinct system tasks. Each component, except
the first, has been designed into a computer program. The tasks of these com-
ponents, in general terms, are:

1. Collect data

2. Adjust data in light of current theory

3. Suggest classes which contain plausible hypotheses by looking at the most signifi-
cant features of the data

4. Suggest further limitations on hypotheses af ter consulting outside experts or the 
results of other tests (increase the theoretical base) 

5. Construct plausible hypotheses (using 1 to 4)

6. Make predictions for each candidate hypothesis

7. Assign degrees of satisfactoriness to the candidate (using 6)

8. Recycle if no hypothesis is ”satisfactory enough.”

It is by no means obvious that this set of items constitutes components of the
inquiring system in the sense of the last chapter; e.g., it is not clear that we can
construct measures of performance of each component such that an increase in
the component measure produces increases in the whole system performance.
But again for present purposes it will be wise to postpone some of the system-
atic problems of our inquirer and to act as though this breakdown were satis-
factory.

Step l, data collecting, is not an easy step to mechanize fully. In a complete
design, it is essential to specify not only how to collect data but what data to
collect. Researchers have documented many problems encountered in this
stage and have proposed various techniques for solving them, for example, ran-
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dom sampling techniques. However, it still is not clear what criteria a
researcher should use to decide, for example, when one instrument or tech-
nique will give him data better suited to his immediate purposes than others,
when to stop collecting data, when the conditions are unfavorable for collecting
reliable data, or even what will count as a datum.

It would appear, however, that step 1 seems to create a system boundary, where
data are ”received” from outside, and to this extent the inquiring system is not
Leibnizian. At this stage of development, the comment is valid; the operation of
the mass spectrometer and the selection of a sample are, in fact, in the environ-
ment of the system and not part of the design. But ultimately the se aspects
would have to be swept in. Certainly the origin of the sample is important to the
chemist, as is the underlying theory of the mass spectrometer. In the end we
are led to speculate on what is truly ”given” to the inquiring system.

Even the present system is not altogether passive with regard to the data. In
component 2 it sorts out the uninformative and unreliable data and finds the
most significant. Certain of the spectral lines on the graph have no significance,
either because they are produced by the machine and not by the sample or
because they are produced by every sample. Thus the designers must specify
for the machine exactly what they me an by ”uninformative,” ”unreliable,” and
”significant.” Although chemists have been able to give explicit criteria satisfy-
ing some of their intuitions, there seems to be a real possibility that other crite-
ria will improve the performance of the whole system. Thus the current theory
of mass spectrometry indicates that some of the data (peaks in the bar graph)
should be ignored because, if present, they must be due to impurities in the
sample, lack of care in recording data, a faulty instrument, or something of the
sort.

We should now note that this component of the system is not separable from
other components, and especially not from the fifth. If we tried to define the
second component's task in purely logical terms, we might try to define ”degree
of relevance” of a datum, and design the component so that it accepts all data
with a relevance greater than a virtual zero. This might make the fifth task of
constructing plausible hypotheses much easier, but on' the other hand it would
result in making the tasks of the first four components extremely complicated.
There seem to be no purely logical criteria for deciding which data to use at
step 2, but there may be some economic criteria based on cost and time, as well
as technological criteria based on computer memory capacity. In other words,
the designer is forced to employ a mixture of logical and extralogical consider-
ations in selecting the data to be used. This seems a far cry from the affluent
society where a man uses the observations of every swan he sees to check the
hypothesis that all swans are white. But even where such affluence exists, it
may be a poor strategy to restrict oneself to the language of the hypothesis in
making inductions. 

In order to explain this last remark, it will be helpful to look ahead a bit and
describe E. A. Singer's paradigm of scientific method, which we shall examine
in more detail in a later chapter. We suppose that the inquirer has a capability
of assigning one of a set of properties to identifiable objects by means of obser-
vation. As in the illustration we have been considering, the inquirer wishes to
select a satisfactory hypothesis about these objects, e.g., that all objects of a
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kind have such-and-such a property. Let us suppose that the inquirer is
remarkably successful, so that indeed every object he examines has predicate p
without exception. Would such a situation provide a satisfactory hypothesis?
Most philosophers, including Singer (1959) and Goodman (1965), would say
no, because what is needed besides is some ”explanation” of the success; Good-
man would wish to test the projectibility of the predicate, and Singer would
wish to subject the hypothesis to a more critical test. The point that each makes
is that mere repetition of ”successful” observations does not provide any (or
provides very little) additional information. This is so because there may be a
large number of explanations of the hypothesis, none of which is excluded by
the dreary repetition of successful observations. 

This situation is dramatically illustrated in our study. Suppose the inquirer
were to concentrate only on a small set of mass points (x points on the bar
graph), and were to ignore all the heights of the lines (y points). Thus the sec-
ond component of the system has performed its task in a very economical way.
The third component now seeks to find classes that contain plausible hypothe-
ses that will account for the existence of these few mass points, and the fifth
component seeks to find in these classes those specific molecular structures
which, if fragmented in the mass spectrometer, would produce at least frag-
ments of these masses. When a candidate is found, it is confirmed that it satis-
fies the conditions of the problem. This means that every time a sample with
this candidate structure is fragmented, these selected points appear on the x
axis of the resulting bar graph. But the trouble is that there are thousands of
other candidates which also have this property. Selecting an economical set of
data reduces our ability to discriminate among alternative explanations. More-
over, since the same selection criteria are used in each experiment, a mere rep-
etition of experiments (on samples drawn from the same population) does not
increase our ability to discriminate.

Singer's proposal is that the inquirer partition the predicate p into a set of
exclusive predicates P1, P2,..., Pn, such that for n > 2, every object having predi-
cate Pi has predicate P, no object has both predicates Pi and Pj (i≠j), and every
object having predicate p must have one of the predicates Pi in the partitioned
class. (The most familiar way to accomplish partitioning is to let p be a scalar
quantity, and the Pi represent the next significant decimal place; but partition-
ing can also be accomplished when p is nonscalar.) Now the explanation of
chief interest to the inquirer must be such that it enables him to say which
predicate of the partition class the object must have if the explanation is true.
Thus successful partitioning may enable the inquirer to discriminate his candi-
date from other candidates which predict other predicates in the partitioned
class. We say ”may,” because mere partitioning by itself does not guarantee
such discrimination; there must be some theoretical assertions which provide
this guarantee. Furthermore, the ability to observe the predicates of the parti-
tion demands refinement of instruments and increase of the theoretical base.
Evidently the partitioning step can be repeated at the next level, and the grand
hypothesis is that at some level of partitioning one and only one ”satisfactory”
explanation will emerge.

Thus Singer puts some life into the Leibnizian fact nets. Instead of merely pro-
cessing a set of ”facts” in a passive manner, the inquiring system sets up its own
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requirements for data. The battle between competing fact nets becomes quite
impressive. We note in our example that if there are two strong candidates for
the ”satisfactory” molecular structure, then each will be attached to a fairly
elaborate fact net, containing many assertions about stability, about the man-
ner in which fragmentation occurs, and so on. Indeed, looking ahead, the pro-
cess is quite Kantian in flavor. At the lowest level (we call it the ”first-order
theory”) some elementary a priori theory enables the inquirer to attach predi-
cates to objects and sift out classes of plausible hypotheses. As we proceed to
partition the predicates the theoretical a priori base must be increased. In our
case, there are several ways we can partition. We could use mass spectrometers
with a higher resolution, which would enable us more accurately to pinpoint
the composition of the molecule and fragments, or we could bring in more of
the original data (y coordinates of the bar graph as well as more x points). In
fact, both were done, but for this discussion it will suffice to describe the latter.
At the first level of partitioning, there was a fairly crude method of classifying
the intensity lines in terms of ”high,” ”low,” and ”absent.” The expert advice of
our fourth component, which suggests further limitations on the hypotheses,
must then pour into the system various sentences which provide the implica-
tions of high or low intensity lines. We were, in fact, probing the more or less
unwritten lore of mass spectrometer chemistry. Some of the assertions given us
by the chemists were by no means obvious to the layman; for example, that if
spectral lines exist for fragments of mass x1 and x2, then the original sample
was an instance of a structural class (e.g., ketones). In other words, once we
had introduced a refinement in the data, we were able to ask more penetrating
questions of our informants, and hence, as it turned out, to discriminate far
better among the candidate hypotheses. We then proceeded to partition even
further by refining our classification of the heights (y points), and thereby add-
ing more background statements supplied by chemists.

To the purist, the fourth component must seem very sloppy and haphazard.
This component identifies certain people as experts, and then asks them to
supply rules to the inquiring system which help the system to discriminate bet-
ter, so that in the fifth component the number of specific plausible hypotheses
is significantly reduced. This aspect of our design problem does distinguish our
efforts from those which are concerned with making inductions de novo. It
would be fruitless to try to design an inductive system which learned all its
organic chemistry and mass spectrometry only from its own observations. No
one expects the chemistry student to learn in this fashion. The problem is
rather of the following type: Given a fairly rich set of theoretical sentences
which have a relatively high degree of implicit or explicit acceptance within a
discipIine, how does the inquirer become aware of these sentences, and how
does he select the appropriate ones to increase his power to partition and dis-
criminate among candidate hypotheses?

Of course, the expert may also have nontheoretical information about the sam-
ple in question which the system can use in this specific case. For example, he
may know that the sample is probably an aldehyde derivative because it was
synthesized from an aldehyde. Of ten he brings in results of other analytical
tests-infrared spectrometry, for example. Or he may know what sorts of things
the synthesizing chemists were interested in, or he may read clues from the
smell of the sample, its boiling point, or other features.
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Again it should be noted, the components so interact that clear a priori guides
to system design are lacking. For example, it would be possible to avoid steps 3
and 4 if the designers were willing to invest time and effort in steps 6 to 8. That
is, the program could consider all the possible hypotheses as plausible, count-
ing on disconfirming the unacceptable in the prediction-comparison phase. Or,
conversely, by putting much more effort into step 3, it might be possible to
eliminate the prediction phase by reading clues from the data so closely and
carefully that there remains only one hypothesis in the class of plausible candi-
dates. It is not clear how much effort the system should put into one phase or
the other-and not even clear to the designers how to decide the issue. Intuitive
notions of efficiency had to be the guide for the most part.

We should note that generally speaking, all the contributions to the inquirer
from components 1 and 4 are ”contingent truths,” because the inquirer does
not have to accept any sentence as final. Of course, a sentence acceptable to all
chemists belongs way down in the fact net of organic chemistry, and therefore
has a very small chance of being rejected because of its invalidity, though it
may be rejected for its irrelevance.

If we return to the problem formulation given at the beginning of this chapter,
we can reformulate the task of the first five components of the inquirer as fol-
lows :

Find as small a number of H's as possible which satisfy the schema, D' because
H and E', where D' is some partitioned subset of the original data base and E' is
the union of the original E (theory and experimental conditions) with the state-
ments supplied by experts.

At this point the system must be able to generate hypotheses which are consis-
tent with the (significant) data, according to the theory, and which satisfy other
constraints. In the case of this program, the total hypothesis space is defined by
Lederberg's DENDRAL algorithm (1964, 1965), which generates all acyclic
connected graphs given the number of nodes (the composition)1 and the num-
ber of links from each node (the valences). When this algorithm is constrained
by a model of chemical stability, it generates only hypotheses which are stable
chemical molecules having the specified composition (isomers). Further con-
straints from steps 2 to 4 allow only generation of those isomers which fit the
significant data and which contain, or exclude, certain structural fragments.
The existence of the DENDRAL algorithm is crucial for this system, even
though it always operates with constraints. Even when the system has such a
hypothesis-generating algorithm, the discovery process is complex, as we have
seen. In other inductive tasks where there is no known algorithm, the inquiring
system would tend to be even more complex, and perhaps not designable.

We turn now to a consideration of components 6 and 7, which test each candi-
date hypothesis, and hence perform the second task of finding the most satis-
factory hypothesis. At first glance, the task seems simple. Apparently, all one

1.  The current program takes the composition as a given piece of data, e.g., it 

starts with a ”given” composition, C2H10O12, say.  Some work has been done on a program that 

would infer the composition, or a set of possible compositions, from the original data.
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need do is to predict the graph that would be produced if the candidate mole-
cule were to be fragmented in the mass spectrometer, and then compare, line
by line, the actual graph with the predicted graph. But to perform this task per-
fectly would require far more theory than is now available, or likely to become
available. Indeed, were such a strong theory of the mass spectrometer in exist-
ence, its impact on the other components would be considerable. Note, for ex-
ample, that the third component asks whether a certain class of molecules
could have produced a specific spectral line. A perfect theory would immedi-
ately tell us whether this is so, and, indeed, might list all molecules that could
produce a line of a specified intensity.

Since there is no such perfect theory and hence the sixth and seventh compo-
nents must operate imperfectly, their design faces much the same sort of prob-
lem as do the other components: a delicate balance of relevant data and expert
theory vs. overloading the system. Indeed, the earlier tasks are all reintroduced
at this stage. One must reconsider which spectral lines really are important. If
the candidate theoretically produces a line at x, when no line shows on the
actual graph, or fails to produce a line when a line exists on the graph, does this
matter? The work of the second component is thus reexamined, as are the con-
tributions of the experts in the fourth component.

The seventh component's task is classical: how to assess the plausibility of each
candidate. It is exactly the problem faced by the statistician, who uses likeli-
hood ratios to test the comparison of theoretical data points with ”actual” data
points. We merely note (again) that the classical version of this problem does
not fit our needs because of the ever- present problem of the second compo-
nent: which are the ”actual” data points? The statistician needs to have some
probability density associated with each spectral line, and this seems difficult
to provide at the present stage of theoretical development. It may eventua1ly be
possible to use a Bayesian approach, but in this study a much simpler scoring
system was chosen, which operates on the spectral lines selected by the second
component. Thus each candidate receives a score, which in turn either rejects
the candidate or permits a battle to occur between candidates and their associ-
ated fact nets.

The last component, which recycles if no ”satisfactory” hypothesis is forthcom-
ing or if a battle develops, was not programmed on the computer, partly
because there seemed to be no clear-cut strategy for its operation. What is
needed is some history of the weakest links in the total process which might
account for failure, so that in the recycling the inquirer could systematica1ly
change the weak steps to see whether a satisfactory candidate emerges or
which candidate seems better. Including the chemist as part of the system
a1leviates this difficulty, for he is able to draw on much more experience than
the program, and thus has a “feel” for when something has gone wrong.

The example of an inquiring system we have been examining provides a rich
background for speculation. Of chief interest for this book is whether the pro-
gram is a system. Suppose we return to the necessary conditions described in
the last chapter.

1. The program is certainly teleological, in the sense that it makes choices to
arrive at a specific goal-the most “satisfactory” candidate molecule.
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2. On the other hand, we did not succeed in arriving at a suitable measure of
performance. Note that even had the scoring system (”degree of confidence”) of
the candidate molecules turned out to be excellent, it would sti1l not be a suit-
able measure of performance for the whole system. The scores at best te1l us
whether the system has generated one and only one satisfactory molecule, but
they tell us nothing about the cost and time required to accomplish the goal. In
cost-benefit terms, we have not been able to relate benefit to cost. But of
course, as the discussion in the last chapter indicated, this is true throughout
the basic sciences, including social science. Basic science has concentrated its
conscious attention on the goal of attaining a bit of the truth, ”no matter what
the cost.” This lack of a systems approach in basic science is one reason why so
much trivia gets published; it is ”true” trivia, and ”it never hurts to publish the
truth.” Of course it really does hurt, in terms of distraction of readers, printing
costs, and the rest.

One great advantage of a computer program for this corner of the scientific
realm is that eventua1Jy we may arrive at some guide to the systematic design
of research. For example, one very puzzling matter kept intruding into our
deliberations, namely, how much effort the pro- gram should put into generat-
ing ”filter rules” which exclude classes of molecules (as in component 3), com-
pared to the effort it puts into predicting some properties of a graph of a
candidate and comparing the prediction with the original graph (components 6
and 7). Indeed, from a purely logical point of view, these efforts appear to be
alike, but of course from the point of view of the writer of the program or a
practicing researcher, they are not.

3. Who is the client? In the last chapter we described basic research as a highly
introverted system in which client, decision maker, and designer are approxi-
mately the same person. In our example, however, this is not the case, because
the present endeavor sets the designer apart; he is, in fact, trying to do some-
thing that one client, the community of analytic organic chemists, has not
asked to have done, and, as we sha1J see, probably does not want to have done.
As just mentioned, from a systems point of view it is not clear what this client
does want.

However, in the actual circumstance there was another client, namely the
National Aeronautics and Space Administration (NASA) and the public it
serves. The presumption was that NASA and its public wished to know more
about the surface of Mars and other planets. If an un-manned laboratory could
be landed on Mars, it would be capable of scooping samples of Mars ”soil and
rock,” and hopefully could fragment the samples in a mass spectrometer. But if
the graph had to be transmitted to earth for analysis, the entire process might
be come quite laborious. On the other hand, if the laboratory were endowed
with a modicum of chemical intelligence, it might be able to decide what it was
looking at, and hence decide what its next steps should be. The measure of per-
formance of such a laboratory therefore includes the reduction of ”needless”
time in the feedback loop.

One senses that the extra-chemistry clientele may have some conflicts with the
clientele within chemistry.

4 and 5. The difficulties of trying to relate component performance to system
performance have already been described. One must conclude that in this area
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of science-as in many others-there is very little that is methodical about scien-
tific method. In the last chapter, the usual ”textbook” breakdown of research
was discussed; in this charter we have seen how confusing is the interplay
between the so-called steps of induction. Only in very restricted areas do logic
and statistical inference, i.e., methodical reasoning, play a role.

6. These remarks bring us to the decision maker. There seems to be a remark-
able similarity between the decision maker in science and the decision maker
in industrial and government organizations with respect to the methodical
aspect of their actions. Both are pluralistic. Both prefer, in a very strong sense
of preference, that the important aspects of their decision making be non-
methodological, in the sense that no observer-including themselves-can
explain to another mind (e.g., a computer programmer or model builder) how
their decisions are made.

In the example of this chapter, most chemists would probably assert that the
attempt to build a complete analyst into a computer program was futile. On the
other hand, NASA and its public would probably regard the project as emi-
nently sensible.

The experience of trying to implement the systems approach in various types of
organization leads one to some generalizations about human behavior in sys-
tems. As I said, there is a general resistance to the methodical but this resis-
tance breaks down from time to titI1e in certain areas. For example, a few years
back the management of large- scale contracts was beset by the critical problem
of trying to get all phases of the project into a smoother relationship. No
method existed for doing this, but evidently some managers were better than
others. Then some systems analysts invented two techniques, CP (”Critical
Path”) and PERT (”Program Evaluation and Review Technique”), which pro-
vided a methodical way of solving the managers' problem. For reasons that are
certainly unclear, the methods caught on, and soon were required by many
government agencies and industrial firms. What seems to happen is a spread of
agreement among the decision makers that is probably akin to the spread of a
rumor in a community. And just as rumor, when widely spread, brings its own
conviction with it because so many agree, so does the spread of a methodical
technique. I'd guess, for example, that some version of DENDRAL which gen-
erates plausible isomers of a chemical formula may also ”catch on.”

But the spread of agreement goes far beyond the rational. The methodical,
indeed, tends to become stupid, as many misapplications of PERT, CP, and
PPB (”Program Planning and Budgeting”) testify. In other words, the man-
ager's disinclination to justify explicitly why he does certain things comes back
in the context of agreement: it's enough to say he does these things because
everyone else agrees they ought to be done. The spread of statistical techniques
in chemistry, biology, and the social sciences is another example. Much to the
horror of the rational statistician, significance tests and correlations are run
automatically, with no end in view except to run them.

We see emerging a tentative theory of implementation, to which we shall have
to return eventually, since if the pluralist's resistance to rationality is so strong,
then it is an aspect of the system that the designer needs to. understand.
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7 and 8. No more needs to be said about the designer and his intentions, which
in this case were closely related to those of NASA and its public.

9. Needless to say, the designers cannot prove the stability of the system they
attempted to design, either in the narrow sense that it attains a modicum of
chemical intelligence by identifying molecular structures in a non-trivial fash-
ion, or in the broader sense of the end of the last chapter-that basic science
itself will survive. But the narrower sense is a very important one, i.e., to show
how the battle between competing fact nets will eventually be w on by one and
only one net.

In the last chapter, we discussed Leibniz's approach to item 9, and his theory
that all systems are alike. Thus he would view the organic chemist as being a
“mind” (system) especially astute in understanding certain aspects of matter,
but also as a mind that manages, does physics and social sciences, and even art
now and then.

Thus when we ask, ”What does the analytic organic chemist really do?” the
obvious reply is that he uses chemical theory and mass spectrograph data to
identify a molecule. But, letting speculation have its way, suppose one were to
say that the mass spectrometer itself is teleological, that it is in fact trying very
hard to do something, e.g., to minimize or maximize some function. This sup-
position is not altogether absurd, be- cause in systems analysis we of ten look
on a machine, like a weapon system, as a teleological entity, e.g., as a ”kill max-
imizer.” Now the great advantage of looking at the mass spectrometer as an
”optimizer” is that we could tap the enormous and growing literature of mathe-
matical optimization. A great many of the loosely integrated bits of chemical
knowledge would then fit into place quite tightly. If we could perform such a
task (and we have no idea that we can) then we would have made a first step
toward an apperceptive organic chemistry. Indeed, as noted earlier in this
chapter, the problem studied here is the manner in which natural forces and
events can be interpreted as transformation rules which map one set of graphs,
the mass spectrographs, on to acyclic topological structures representing the
molecule. The speculation is that the transformation rules are based on the
minimization of some characteristics of the two sets. So much for speculation.

Finally, since the illustration of this chapter concerns itself with induction, we
must ask where the induction actually occurred. Induction can be defined as
the inverse of deduction. Deduction is the process of using a set of assumptions
to prove a theorem by some standard set of rules of inference. In other words,
”Given A, infer T.” Induction is then the process of finding a set of assumptions
from which T fol1ows: ”Given T, find an A such that given A, one can infer T.”
Generally, induction does not lead to a unique solution.

Both induction and deduction in this sense occur in the design of Leibnizian
fact nets and in the illustration of this chapter. Using certain theories of organic
processes, we infer that certain isomers are unstable, i.e., we ”deduce” that they
are. Given certain sentences describing the bar graph, we seek to find other
sentences in organic chemistry which imply this description, i.e., we ”induce”
some chemical theory.

But there is another widely held definition of induction which defines it as the
process of starting with highly warranted observational statements about spe-
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cific events and inferring a generalization. To understand this meaning, we
must look at inquiring systems containing such highly warranted sentences.
Since ”highly warranted” means ”well agreed upon,” in this exploration we may
be able to gain some insight on the elusive word ”agreement” which cropped up
in the tentative theory of implementation.
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LOCKEAN INQUIRING SYSTEMS: 
CONSENSUS 

The Search for a Warranted Beginning 

There is another way to look at the discussion of the last chapters. Modem sci-
ence is being forced to consider how it should plan its future because society in
the shape of legislative bodies has decided to limit its resources. The natural
inclination of the scientist is to plan “from within,” i.e., to say what basic
knowledge is and what is the best way to attain it. 

The Leibnizian inquiring system provides a framework for an elaboration of
the vague purpose of science to create a “storehouse of knowledge.” The store-
house is a set of fact nets, gradually expanding sets of contingent truths inter-
linked by appropriate relationships. But the real meaning of this storehouse is
the underlying principle of convergence to the absolutely true and unique fact
net. Man's limited intellect can gradually raise itself to the sublime contents of
the mind of God. 

Today's science does not seek to modify this grand image of the scientific enter-
prise: most scientists believe that they are seeking to improve the accuracy of
man's image of nature, and that there is an accurate image which is being
approximated by fact and theory. But much needs to be done to specify more
carefully how we are to plot the course of approximation, lest we waste eons in
exploring fact nets which lead nowhere. The next five chapters are devoted to
this task. After that, we need to ask ourselves the question whether the limit of
all scientific endeavor is complete or partial knowledge, and once we have
raised this question we will have implicitly raised another, namely, whether
complete knowledge is a sufficient value, or whether it needs to compete with
other values. At this stage we will have begun the task of planning science's
future “from without,” i.e., of planning from the point of view of the whole sys-
tem. 

In this chapter we consider an attempt to regulate the input of contingent
truths into the inquiring system. It is clear that something of the sort needs to
be done because the human mind is capable of concocting all sorts of contin-
gent truths, and with great imagination linking them together into fantastic
fact nets (witness, for example, the great myths). Or, in the political arena,
there is the endless stream of dogmatic assertions about the social world
spewed out by politicians and their aides. In order to avoid unnecessary excur-
sions into fantasy or dogma, the inquiring system needs a filter, which will
accept only those contingent truths that have some face validity. 

It is only natural to think of observation as the prime source of these high-qual-
ity “facts.” But observation alone is not enough, because our senses are so often
confused, either because of the external environment or our own imagination.
Hence we must seek those observations which are the purest, i.e., the “sim-
plest.” 
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We have already seen how rationalism tried to use the idea of simplicity in
design to establish once and for all the existence of a guarantor. Once one is
assured on the basis of a simple, rational proof that the guarantor exists, one
can permit the inquiring system to become as complicated as need be, knowing
full well that “eventually” there will be a convergence on the true fact net. But
we have seen that simplicity of the rational proof of the guarantor does not
exist, and the designer cannot rely on the strategy of seeking such simple proof.
This conclusion obviously depends on what we mean by simplicity; within the
rationalist framework the property of being simple is to be defined in terms of
some formal structure of the process of proof. There was no need for a precise
definition of simplicity to establish our conclusion, since the enormity of the
task of proving the existence of the guarantor is apparent once we see that it
depends on knowing the most comprehensive theory of the universe. 

We now wish to consider whether the idea of simplicity can be applied to those
contingent truths which are produced by observation. We shall argue that sim-
plicity in this domain is also a delusion: it is not possible to design observa-
tional simplicity into an inquiring system. The general conclusion is that
simplicity by itself can never be a basis for system design. 

Now the simplicity of observation is different from the simplicity of formal
proof, at least on the surface. For we shall argue that observation is simple to
the extent that a community of observers strongly agree about what they
observe. Our thesis takes the form that there is no simple way to design such
agreement, or to confirm the existence of such agreement when it is thought to
occur. Again, as we shall see, no precise definition of simplicity seems required
to establish this thesis. 

The conclusions of the chapter, however, are far from being negative. Indeed,
in his attempt to define observational simplicity, the designer of inquiring sys-
tems will be taking his first steps toward becoming social rather than “merely”
logical, by asking himself how he could design a “community of minds” (the so-
called Lockean community) which agree about their sensory responses to stim-
uli (“inputs”). From there, we shall hope to enrich the concept of agreement in
order to explore its relevance in the design of inquiry. 

From this point on, we shall seek to enrich the design of inquiring systems by
introducing more complicated aspects of social organizations, the Lockean
community being a more or less elementary example. Although we shall con-
cern ourselves with the meaning of observation, and hence touch on the vast
literature of psychology dealing with sensation, the interest here is much more
on the process of establishing agreement than in the structural details of the
individual observational process. 

We can see that the great contributions of rationalism and empiricism were not
their theories of the origin of all knowledge, but rather their way of organizing
knowledge, i.e., the theories of organization of scientific endeavor. 

Simple Inputs 
One way to state the problem of a Leibnizian inquiring system is to ask for a
system capable of distinguishing between reality and non-reality. The Leibniz-
ian inquirer is based on the idea that no system can be successfully designed to
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accomplish this purpose unless it can relate all its information to the concept of
the whole of reality. In order to contrast this idea of system design with the one
to be discussed in this chapter, suppose we consider the problem of designing
an intelligence system for a military command. A Leibnizian intelligence sys-
tem would permit the input of any kind of information whatsoever, even from
unreliable witnesses or from the enemy. It would build its alternative fact nets,
which in effect are alternative descriptions of the world. 

The basic assumption is that the nets containing false reports will eventually
“shrink” in comparison with the realistic fact net. Thus no matter how the
enemy sought to load the system with unreliable information, the intelligence
data base would eventually sort out all the unreal scenarios and converge on
the correct one. We note that in this scheme no item of information by itself
carries conviction; a piece of information becomes realistic only by virtue of
being tied into the largest and most reliable fact net. For example, an item of
information about the status of the enemy forces might be tied to the item say-
ing that this information was supplied by agent X or occurred in document Y.
By themselves, these two linked pieces of information carry no weight, but they
gain reliability to the extent that they are linked to other reports of agent X or
document Y. 

Of course, there is no essential reason why an enemy could not overload the
intelligence system with falsifications, especially if the enemy is very powerful.
But if God is on our side, then all the enemy's false clues must eventually be
found out, and the true facts will emerge. In practical cases, where a country is
very powerful, some kind of system guarantor might be built into the system by
the designers, who would try to incorporate in the intelligence system a knowl-
edge of the enemy and other unreliable sources, and thus detect faulty fact
nets. But clearly this technique would leave the question of reliability open-
ended, since the “knowledge” of the enemy is itself a fact net that may be faulty.
Even very powerful nations may become dreadfully deceived, as some of the
recent history of the United States in Cuba shows. 

Indeed, one can readily detect the flaw in trying to solve the guarantor problem
by affluence alone. One of the real weaknesses of the Leibnizian inquirer
described in Chapter 2 is that it shows no discrimination, no filtering of obvi-
ously irrelevant or false data. The illustration of the last chapter showed the
need to design an inquiring system which can cut down on the number of pos-
sibilities that a “blind” DENDRAL produces. 

Thus the clue seems to be summed up in the concept of attention: a filtering of
masses of irrelevance and falsity by selecting only those items which are war-
ranted. The inquiring system needs to be designed to pay attention to the rele-
vant. But the warranty problem remains, nonetheless: How can the designer
assure himself that the items to which the inquiring system pays attention are
the correct ones? 

In the last chapter we implicitly assumed a principle that guided •us in this
connection-we identified experts who then told the designer the important
things that he and his system should know. However, there is a fundamental
weakness in this relationship, because the designer does not really understand
why the experts' judgments are relevant and valid. 
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To begin to understand the problem of “attention,” then, we should concen-
trate on that aspect of “learning by paying attention” where there are no
experts. The suggestion is that a certain class of information has a quality that
by itself makes each item relevant and reliable. The most obvious example of
this type of information is direct sensory data: the military commander will
have greatest confidence in what he himself sees. In such a design, the inquir-
ing system “traces back” a piece of information to its ultimate source in experi-
ence; the final authority of any information is a direct sensation. 

Although this idea of designing inquiry seems to be based on the most forceful
and simple principle of common sense, it is very difficult to make it precise,
especially if one has carefully studied the reflections of the rationalists. The
central difficulty, of course, is the problem of guaranteeing that a simple sensa-
tion constitutes reliable information. There are also the difficulties of deter-
mining the origin of the simple inputs, as well as recognizing simplicity itself. 

Design of Simple Inputs 
In the exposition of an inquiring system designed with simple inputs I shall use
Locke's Essays Concerning Human Understanding because, like Leibniz's
Monadology, it can be interpreted as a design document. Locke describes his
inquirer as a system capable of receiving inputs; “in the beginning” it has no
items in memory. In effect, the Lockean inquirer is a system with various built-
in processing devices of .a fairly simple sort. It has no built-in preconception of
the world, no a priori information about nature. It can “receive information,”
combine pieces of information by logical operators, and do various other things
to be described. We begin by studying the process of “receiving information.” 

This process starts with an entity of some kind, call it X. The process then adds
to X some basic properties from a list of such properties. The basic list is called
by Locke the “simple sensations.” In other words, the inquirer has the direct
ability of asking whether any offered X has or does not have a property in the
basic list. Locke's list was constructed out of the supposed .'five modes of sen-
sation,” seeing, hearing, touching, smelling, and tasting. An example of a basic
property derived from each mode is yellow, loud, rough, acrid, and sweet. 

The manner in which the inquirer attaches labels could be designed in a num-
ber of ways. Perhaps the easiest to understand is a “pattern recognition” pro-
gram which attempts to match some image of X with a stored set of images; if
the match is sufficiently close, then the label appropriate to one of the stored
images is assigned to X. Of course, this design seems to forsake the “blank tab-
let” theory of learning, but it is possible to conceive that the inquirer also builds
up its store of images from inputs. We shall want to examine this process in
more detail later on. 

Thus the “reception of information” in Locke's inquirer is simply the “attach-
ing” of one or more properties from a basic list to an “entity.” Note also that, as
in Chapter 2, the origin of the  “entity” need not be external to the inquirer. 

The rest of the elementary processing of the inquirer consists of labeling com-
pound properties. A compound is made out of the Boolean operators “and,”
“or,” and “not.” The entire elementary “experience” of the Lockean inquirer
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consists of a kind of tree structure, where the trunks of the trees are the ele-
mentary observations, i.e., the elementary labeling of the received entities. 

Locke's inquirer is capable of observing its own processing by means of “reflec-
tion.” Reflection also consists of labeling entities, but now the entity is a pro-
cess of the inquirer. The simplest properties of these processes are the labeling
and compounding processes of the inquirer just described. Thus the inquirer
can label its own labeling process. 

The Lockean inquirer can always trace backward from any label to the more
elementary labels of which it is composed, and thus back to the simplest labels.
It can do this unambiguously. It can therefore ask itself how a label is con-
structed, or whether it is elementary. 

Significant Lockean Inquirers 
There is no great difficulty in representing a Lockean inquirer of the sort just
described, and actually machines like EPAM (Feigenbaum and Feldman, 1963)
are excellent examples. EPAM, for example, can assign structural and color
properties to inputs and builds tree structures out of compounds of elementary
properties. 

The question of design is whether a Lockean inquirer as so far described can
legitimately be considered as doing anything significant. The answer might be
that the Lockean system is at least a filing system that can grow its own catego-
ries. Thus every item is given an elementary label (code) which indicates the
elementary properties of the item; furthermore, the use of a given label will
evoke an item with a certain Boolean compounding of properties. If we now
assume that Lockean inquirers have a memory, then a label will evoke the
response that the associated item is stored in memory, e.g., has been observed. 

Also, we can assume that if exactly the same item is received on two different
occasions, the second item will arrive at the same “station” as the first, and that
the inquiring system thus has the capability of recognizing that the two are
identical and simply making a note of two instances of the same item having
been received. Even at this stage it can be seen that the Lockean inquiring sys-
tem is far more than a “blank tablet.” It needs considerable processing power to
enable it to store different items in different places and to recognize that two
items of like kind are to be regarded as two instances of the same input. 

Nevertheless, Lockean inquirers do not gain their significance by merely being
filing systems of the type just described. A filing system above all must be
usable, i.e., must respond properly when someone asks it for information. But
nothing has been said as yet about the nature of the elementary labeling pro-
cess; how do Lockean inquirers come to have common labels? For example, if
one asks a child, “What color is this?” how does the child learn to respond cor-
rectly? Evidently, the correctness of the response is judged by the adults and in
general by a group of “normal” observers. Hence we must somehow design
what we can call a “community” of Lockean systems having the same basic set
of property labels, as well as the same labels for compounds. The community
becomes the basis for judging whether a specific inquiring system is respond-
ing correctly. 
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Thus one teaches a child to join the community by showing the child a yellow
object and repeating the label “yellow.” If later when the child is shown a yellow
object, he repeats the label, then we feel some assurance that he has “joined”
our Lockean community of inquirers.

How Can Lockean Inquirers Inquire about the Mea-
ning of Labels? 
It will be seen, however, that even this childish example demands a great deal
more of an inquiring system than we have so far put into it. In the example
given, when the yellow item is received, it is taken to the appropriate storage
point and recognized to be a replication of a previous item. But something fan-
tastically more complicated also takes place in that an associated entity,
namely the heard word “yellow” also occurs, and the inquiring system can see
that the query, “What color is this?” is in fact asking the question about the
label that should be attached to the yellow item. 

Now one might design a machine capable of performing the simple childish
task of giving the correct labels by guaranteeing that any item of a finite set will
unambiguously evoke one label from a finite set of labels. But such a machine
would be only partially Lockean because it would never inquire into the seman-
tic meaning of terms. The problem is to design a system capable of learning
how other members of the Lockean community label their “received entities.”
The problem would not be so difficult if there were but one stimulus and all
inquiring systems had an ability to recognize “oneness,” but given the welter of
stimuli that occur in the environment of most inquiring systems, it is very diffi-
cult to see how we can design into an inquiring system an ability to pick out
exactly that stimulus to which another inquiring system is paying attention. 

Another way to state the problem is to point out that Lockean inquirers have an
ability to generate sentences in the indicative mood as a result of a sensory
response. An inquirer senses something, and in a moment or two it outputs a
sentence relevant to what it has sensed. How does this happen? That it hap-
pens in human beings has seemed so obvious to many empiricists that they
have spent little philosophical effort in analyzing the process, i.e., in discover-
ing what the inquiring system needs in order to accomplish this feat. As a result
it has become an unexamined assumption of empiricism that the discourse of
inquirers must be in the indicative mood, so that many puzzling problems of
the language of science arise when the situation demands, say, counterfactual
conditionals, or imperatives, or interrogatives. Specifically, empiricists wonder
how we can ever gain cognitive insight into value judgments because they see
no way to go from the “is” to the “ought.” But their wonder is itself wondrous,
for apparently they have never reflected how they got into the “is” in the first
place. 

In any event, as we shall see, from the design point of view there is a serious
question whether the discourse about sensory experience should be couched in
the indicative mood rather than, say, the imperative mood. In Lockean designs
of this chapter, the discourse is in the indicative mood, and we shall proceed to
suggest how such discourse could be designed. 
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Simplicity in the Community of Lockean Inquirers 
The following account of the design of “simplicity” could become quite elabo-
rate, and in such an elaboration would make use of the history of the concepts
of perception and sensation, but such an elaboration would not serve any use-
ful purpose here. I am essentially interested in defending the thesis that the
validation of simple sensations can only be designed within the context of a
community of inquiring systems; in other words, “X is yellow” can be validated
by an inquiring system only if there are other inquiring systems. Hence the
account will be brief, but a sketch of the elaboration is to be found in the
Appendix of this chapter. 

It has already been suggested how a member of the community of Lockean
inquiring systems receives inputs, attaches labels, and stores the results in
memory. Now we could say that whenever a label is attached to an input, the
inquirer simultaneously generates a sentence. A sentence in the indicative
mood is created by “input X,” plus a matching against a set of images, plus an
instruction “label yellow,” when a successful match occurs, and another
instruction “store (or output) 'X is yellow.' “ We may note in passing that the
sentence in the indicative mood thus depends for its existence on an instruc-
tion, i.e., a sentence in the imperative mood. The “is” is a consequence of a
command; the indicative mood is servant to the imperative mood. 

But what is the epistemological status of the sentence in the indicative mood?
Is it “true” in any reasonable sense? Or is there any reasonable sense in which
such a sentence could be false? At this stage “X is yellow” is just an item stored
in memory. 

To see how this item can be transferred into an indicative sentence that is
either true or false, suppose we explore the suggestion made above, namely,
that the “truth” of the item “X is yellow” depends on agreement with the other
members of the Lockean community. The process of establishing agreement is
a very subtle one. The members of the community must be able to understand
each other when they describe their sensory experience. How can they do this?
Suppose we say that there is designed into each Lockean inquirer a finite set of
“elementary labels,” and that the labels of one inquirer match the labels of
another inquirer in the following manner: there exists in the total set of inputs
at least one item that will be labeled by exactly one label from the elementary
set of labels of each inquirer. This one-to-one pairing of labels establishes the
first level of agreement. But the design problem of creating sentences that are
true or false is far more complicated because the inquirers have to agree on a
name for each elementary label, and they must be able to use the same name
when they describe more complex experiences. For further details, see the
Appendix of this chapter, where an abortive attempt is made to design a Lock-
ean community of computers; it should be emphasized that the attempt is
abortive because of the kinds of restrictions this chapter imposes, and espe-
cially the terminating quality of agreement. 

In effect, if the design process is successful, when one member of the commu-
nity of Lockean inquiring systems queries whether a certain label is simple, it is
asking its colleagues where the label belongs in the tree of terms. To the ques-
tion “Why is X labeled P?” the inquirer has two possible responses. One is to
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say “X is p because X is P1 and X is P2, and anything that is both P1 and P2 is P”
(or some similar defense based on the compound nature of P) . The other
choice is to say “X is p because p is simple and X is directly observed to be p.” In
the latter case, the label belongs at the main trunk of the tree. If the design
works, all members of the community will agree as to when a label belongs at
the main trunk, and they therefore “prove” that the label is simple. Hence,
whenever a sensation takes place that all the community recognize as simple,
then the inquirer can generate a “truthful” sentence of the form “X is p.” If, by
error in the design, one inquirer makes a “wrong” statement, the error can be
corrected by the other members of the community of inquiring systems. Hence
the inquiry into simplicity, which is fundamental in Lockean inquirers, is a
community inquiry. One must conclude that Lockean inquirers gain their sig-
nificance through the existence of other similarly designed inquirers. (The
problem of defining “otherness” will be discussed later on.) Simplicity of input
and the ability to generate truthful sentences in the indicative mood are mean-
ingful only if there is more than one inquirer; if there is only one, simplicity and
sentential truth are arbitrary, and the Lockean inquirer would seem to become
a special case of the unconstrained Leibnizian. Even so, it is not clear yet why a
plurality of inquirers really negates the first criterion of the Leibnizian inquir-
ers, the need for “innate ideas,” nor is it clear how the plurality avoids the need
for a guarantor. At this stage in our discussion, we can conclude that a plurality
of inquirers is a necessary condition for the verification of empirical truth, but
not a sufficient condition. It is this conclusion about Lockean inquirers that
makes later empiricism's interest in the problem of solipsism so amazing; if a
Lockean inquirer entertained the notion that it was the only existing mind, it
would have to give up the idea of simple sensations, and hence its whole empir-
ical base. 

We can see now what kind of constraint is imposed on the designer of Lockean
inquirers once we insist that simple sensations can be transformed-via agree-
ment-into sentences in the indicative mood. What if two members of the com-
munity cannot agree about the simplicity of a label? Presumably they cannot
use the Leibnizian trick of redefining terms because simplicity is a primitive
labeling. The only answer must be that all disagreements are to be resolved by
the overwhelming agreement of the rest of the community. Some relaxation on
so severe a requirement might be accomplished by permitting the inquirers to
introduce a language of uncertainty. Even at the level of simple sensations this
design step introduces new complexities. 

Thus the design of a Lockean inquirer requires the design of a community of
inquiring systems in which virtually all “agree” that an input is simple or not
simple, and if any disagreement ever occurs, the disagreement can be removed
by re-presenting the stimulus to each of the members of the community of
inquiring systems, and eventually so large a majority will agree that the voice of
dissent is lost. Evidence that such a design can be accomplished seems to fol-
low from the common experience of sensory agreement among human observ-
ers with a common language and psychological attitude. 

It should be noted that the concept of agreement in the design of inquiring sys-
tems is a very subtle one, and will playa central role in the subsequent chapters.
In this chapter we are primarily interested in agreement as a terminus of
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inquiry about some aspect of nature. As we shall see, in Hegelian and Singerian
inquiring systems, agreement often becomes a signal for the inquirer to probe
more deeply, and not to terminate. The point is that terminating decisions
based on agreements may be the wrong mode of design; the implications for
forecasting, e.g., by the Delphi technique (Helmer, 1966) , or political decision
making, or courtroom procedures, are obvious enough. 

The “Received Entity” 
The description we have just given of the formation of simple sentences from
simple inputs leaves a number of problems unanswered, especially the nature
of the subject of the sentence “X is P.” This subject is, presumably, the
“received entity” or “input” to which the labels of the Lockean inquirer are
attached. The inquiring system, for example, says that “it” is yellow, hard, and
sweet. The problem is to determine what the word “it” stands for in such a sen-
tence. 

We can begin by noting that the word “it” cannot appropriately stand for a
Boolean function of a set of properties. In other words, the “received entity”
cannot itself be a property or a list of properties. Otherwise the sentence “It is
yellow” means merely: “Yellow-and-hard-and-round is included in yellow.”
Such was not the intent of Locke's design because all questions could be
answered purely within a Boolean algebra by an appropriate algorithm, and the
inquiring system would turn out to be nothing more than a kind of Leibnizian
theorem prover with an ability to apply an algorithm within a closed formal
system. Hence the word '.it” must stand for something outside of the list of
simple or compound properties. 

What the subject of a sentence in the indicative mood can mean was the prob-
lem that Locke faced in his famous discussion of the word “substance.” Lock-
ean inquirers have the ability of assigning properties to “substances,” though
Locke himself was completely at a loss to explain how this ability is built into
them. A substance is something in which qualities “inhere,” but what does this
mean? It was Immanuel Kant who gave a partial answer to Locke's design
problem. According to Kant, an inquiring system capable of observing the
world must have a built-in space-time framework, i.e., a coordinate system and
a clock. The mysterious “it” of the sentence, “It is yellow,” is an individuated
point or area or volume in the coordinate system at a certain time as deter-
mined by the clock. The space-time framework is not enough, however,
because this framework by itself is devoid of “content.” The content is supplied,
according to Kant, by a “pure sensuous intuition.” In other words, the observ-
ing inquiring system also has a device that tells it whether a specific space-time
volume is “received” or not “received.” Kant is frustratingly vague on the design
of such a device, but the problem could be solved by means of the community
of Lockean inquirers already introduced to solve the design problem of simplic-
ity. An entity is ”received” during a segment of time if all members of the com-
munity recognize its reception during that segment. Presumably, a language is
required to enable the members of the community to speak unambiguously
about the process of “receiving inputs,” and this requirement obviously compli-
cates the design process described in the Appendix. Henceforth, we shall use
the term  ”input” for the validated “received entity,” recognizing that this term
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connotes a very complicated process having nothing to do with “putting some-
thing into something else.” That the meaning of “input” is only vaguely under-
stood in many systems designs is evidenced by the strong predilection to draw
arrows and boxes. 

It is clear that the most significant aspect of the design of an empirical inquirer
depends on the design of the community of inquirers and their communication
system. We therefore must discuss what Lockean inquirers talk about, and the
reliability of their talk. 

Reflection 
As we have already said, each Lockean inquiring system has a capability of
“reflection,” that is, it not only receives an input but it can recognize that it has
received an input. In this sense it can act upon its own activities and label them
in very much the same manner as it labels received inputs. It labels processes
like “sensation,” “comparison,” etc., and can communicate with other members
of the community of inquiring systems regarding these inner reflections; there
is a common agreement, for example, about whether an inner reflection is sim-
ple or compound, and all members of the inquiring systems must agree upon a
code name for a given type of reflection. 

The “it” in the case of an inner process, as Kant points out, is individuated by
time alone (instead of space-and-time) , and, as before, has an origin in a
“reflective intuition,” i.e., a commonly shared experience. Hence Lockean
inquirers can discuss the inner processes of their own structures, and presum-
ably can say some very reliable things about their own processes. We note, as
we have before, that this so-called introspective behavior can only be trans-
formed into reliable sentences in the indicative mood if the whole community
is in firm agreement about them.

Generalization in Lockean Inquirers 
Next, the community of Lockean inquirers is to be designed so as to develop a
learning process, in which they attempt to generalize their experience. Suppos-
edly, they do this by means of induction from their agreements about specific
observations. 

How should we design the criteria by means of which the community of Lock-
ean inquirers can agree on the validity of general sentences? At the outset, we
might feel inclined to use the same agreement rule that was used to form the
sentences about simple sensations, namely that a generalization can be
assumed true if the community overwhelmingly agrees. If we did this with
human inquirers in western culture, we might find that the community of
human Lockean inquirers is not inclined to agree about any assertions other
than tautologies and simple “facts.” Hence, for these inquirers our design prin-
ciple would be one of a minimum of presuppositions and only very modest gen-
eralizations. Would this strategy be justified? 

Suppose we consider one very simple design of induction, in order to clarify the
question. As in the case of Leibnizian inquirers, Lockean inquirers have a basic
logic built into them. This logic is capable of recognizing contradictions, the
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validity of assertions such as “every sentence is either true or false,” and so on.
It also includes assertions about specific, individuated objects, as we have seen.
But also the logic must include what is now called the “predicate calculus” and
what Aristotle called the categorical forms: “ All a is b,” “Some a is b,” and the
negations of these two assertions, “Some a is not b,” and “No a is b.” 

Apparently these logical forms demand some extension of the grammar of the
Lockean inquirer. So far, the symbol X has stood for a specific input that is
individuated by a space-time reference system. X could also represent the same
entity observed on two or more occasions, provided the Lockean community
could agree on rules of identification. But when we say “Every X is P” we evi-
dently imply far more than a specific entity existing over time. The sentence
“Every X is P” means “received entities having such-and-such properties also
have property p.” In other words, the grammar of the Lockean inquirer
includes classes as well as individuals and their properties. Every member of
the class associated with property p will be a received input having this prop-
erty; even this definition of a “class” presents some problems, but these can be
solved in an explicit way by showing how the inquirer can generate sentences
in one of the four forms described above. 

In the simple design we are considering, the sentence “Some a is b” can be
formed by scanning the class associated with property a, and the class associ-
ated with property b, and determining whether there exist two well-established
sentences of the form “ X is a” and “ X is b.” If so, then “Some a is b” can be
formed. Similarly, “Some a is not b” can be formed by the inquirer if there are
two well-established sentences of the form “X is a” and “X is not b.” 

The next problem is to provide the Lockean system with an ability to generate
assertions in the other two forms, “ All a is b” and “No a is b.” An obvious
design would be one that permits a scanning of class a and class b, and if every
a-input is also a b-input, then the inquiring system forms the assertion, “ All a
is b.” It is incredible how often this design is assumed to be the basic design of
empirical inquirers, even though no human would think of using it in its pure
form. The fact that a pair of dice has come up seven five times in a row usually
generates an expectation of something else on the next throw; the fact that a
man has been alive today is usually not taken as evidence that he will survive
tomorrow; and so on. At best, the “simple inducer” works only in a certain con-
text; induction, in fact, is always contextual, and the design of a suitable con-
text for generating sentences of the form “ All a is b” is a very subtle one, as the
last chapter indicates. For the purposes of the present discussion, we shall
assume that the Lockean inquirers can be designed somehow to reach an
agreement on some generalized sentences. 

We should note in this connection that again there is a question whether these
general sentences should be in the indicative mood. Evidently the inquirer
regards “This leaf is green” to be different in its reliability from “ All leaves are
green.” The latter seems to need some qualifier, such as “but this may not be
so.” What language should be designed to express these doubts? 
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A Priori Generalizations 
In addition to the appropriate language for generalizations, there is also
another very subtle design problem, as Kant pointed out. The subtlety arises
because of the need to design the inquirer with a clock and a spatial framework.
If the inquirer is capable of fixing each input at an “address” and a time, then
the inquirer contains certain generalizations “a priori,” specifically the kine-
matical principles that govern the clock and the geometrical principles of the
space. Hence Kant's famous statement that we would not observe regularity in
nature had we not first put it there, and hence, too, the apparent irrelevance of
Hume's doubts about the epistemological basis of cause-effect relationships in
the natural world. We might note that the status of a simple property also
depends on a strong generalization about the reactions of the members of the
Lockean community, namely, a universal agreement. This very critical aspect
of the strategy of Lockean inquirers seems largely to have been ignored in the
literature of the “logic of induction.” 

Nonetheless, it is not at all clear how the a priori framework of the inquirer
influences the kinds of generalizations that can be made. Certainly the exist-
ence of a clock seems to order the states of nature the inquirer observes, and
presupposes enough a priori knowledge to predict the state of the clock itself.
The design problem is to determine the extent to which these a priori commit-
ments influence the inductions that the Lockean inquirer makes. For example,
will the future be like the past? Presumably, the future states of the clock will
follow “like” patterns, or else the inquirer's entire reference system might col-
lapse. If the inquirer is designed to conduct empirical investigations with reli-
ability in a wide range, it probably needs a system of clocks, so that defects in
the timing of one can be checked by the others. If so, the “a priori” system of
causal chains may become quite rich, e.g., every class of data might require a
special “standard” clock. The inquirer would have an astronomical clock, a
botanical clock, a psychological clock, and so on. In such a design, the future
will have to imitate the past in a very strong isomorphic sense, or else the Lock-
ean inquirer will lose its meaningfulness. 

The very critical problem of the relationship between a priori generalizations
and so-called empirical evaluations has been largely ignored in descriptions of
scientific method because there is a strong commonsense urge to “decouple”
the a priori framework from the a posteriori. Clearly all interpretations of data
require strong generalizations about space, time, and agreement, but these
commitments are erroneously taken to be systematically independent of the
process of observing. In the language of Chapter 3, the “data-collecting” part of
inquiry is taken to be separable from the rest. This is evidence that few have
considered the design of an empirical inquirer in which the parts are not
design-separable. The problem of designing a Lockean inquirer with a mini-
mum of presupposition is one of designing a system which makes minimal
assumptions to establish empirical samples, individuation, and identification. 

The Strategy of Induction 
We turn now to the design of inducers more complicated than the simple
inducer described above. Actually, the problem of generalization as well as data
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will occupy our attention throughout the rest of the book, but each time with a
different perspective. Here the emphasis is on inquiring systems based on
agreement; once we have introduced Kant's inquirer, the problem of design
becomes radically different. 

We note that the problem of generalization is not different from the problem of
creating “fact nets” in the Leibnizian inquirer, except for the goals of the net-
works. In the Leibnizian inquirer, the goal is to create a network of sentences
(culled from any available source) that will take precedence over all competing
networks, whereas in the Lockean inquirer, the goal is to create as large or as
elegant a network as possible based solely on the basically acceptable empirical
data of the Lockean community. 

A number of quite plausible Lockean designs have been very thoroughly
explored in the literature. In order to make the generalizing sector behave in
more precise fashion, for example, one might design into it certain “measures
of confidence” with respect to the assertions stored therein by assigning a cer-
tain number to a given generalization. The inquiring system might begin to
develop its own self-knowledge so that it can state degrees of improvement in
its generalizing sector, and might undertake to conduct inquiry in certain
directions in order to increase its effectiveness in making generalizations. 

A critical design question is whether a generalization with a very high degree of
confidence might begin to influence the attitude of the Lockean community
with respect to its elementary data. A generalizing sector might begin to
acquire such a power over the basic data system if it had arrived at a generaliza-
tion which proved to be valid in thousands of cases without any contextual
basis of doubt, and then suddenly found a counter instance. In this event the
generalizing sector might then have authority to take the counter instance and
store it into a doubtful sector of the inquiring system subject to fuller investiga-
tion, even though the counter instance satisfies all the conditions of agreement
of the Lockean community. Indeed, the reason why a Lockean community
agrees on an input might depend on certain powerful generalizations, so that
the basis of agreement is not invariant. In other words, “dynamic” Lockean
inquirers might “learn” about their own simple sensations as well as other
aspects of nature. 

However, to design rules governing this kind of veto power in the Lockean
community is no easy matter. Consider, for example, the early history of the
modern theory of numbers. Fermat speculated on whether all numbers of the
form 2n + 1 were prime, and found this to be true for n = 1, 2, 3, 4. Considering
the difficulty of testing numbers higher than n = 4, a simple inducer might set-
tle for a guess that the proposal is true for all n. But in the context of studies of
prime numbers, such a guess would be foolish. For example, the quadratic

form n2 - n + 41 produces primes for all n from 1 to 40, but obviously fails for n
= 41. Hence, there exists in number theory a ”counter induction” that suggests
that all conjectures about prime-generating forms based on instances are
highly suspect. Furthermore, in mathematics one counter instance kills the
generalization. Hence in any domain where the proposed evidence is a set of
favorable instances, the inquirer must be designed to ask questions about the
system that generates the instances. If it takes the generating system to be like
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a number generating system, then no veto power should be allowed to the gen-
eralizer. 

A very practical design problem of the Lockean inducer arises when the asser-
tions generated from a set of informational inputs take on a “quantitative”
form, e.g., in measurements of length or weight or whatever. The inquiring sys-
tem can then begin to apply the logic of mathematical analysis in n-dimen-
sional space and the generalizing sector of the inquiring system may propose to
interpolate between two observed points or extrapolate beyond the set of
observed points. The problem of design is to set up the legitimate rules govern-
ing such interpolation or extrapolation beyond what the direct information
provides. We note that in this case as well, contextual justification is required
to avoid the obvious failures that blind interpolation or extrapolation permits.
This is the reason one should suspect the adequacy of some recent computer
designs that allow all kinds of correlations to be tried and accepted if they meet
statistical criteria of significance. 

Next there is the design problem of the inducer which can direct where the next
observation is to be made. The generalizing sector may  turn the attention of
the Lockean inquiring system to various aspects of nature in order to increase
its confidence in certain generalizations or to modify the generalizations
already held. This, of course, was not a new idea, even with Locke, but it was
probably J. S. Mill (1862) who first formulated the problem most clearly. Mill
points out a number of alternative strategies available to the inquiring system
with regard to testing its causal hypotheses and even suggests some specific
designs for its activities that more fully verify or refute the hypotheses held in
the generalizing sector. 

Mill's analysis of the problem, and later developments, suggested that the con-
cept of error can playa very important role in the strategy of the inducer. In our
initial discussion of Lockean inquiring systems in this chapter, we have paid
most attention to the so-called simple inputs which have the characteristic that
every member of the Lockean community of inquiring systems agrees as to
their characteristics. In this case the input could be described as virtually error-
less, not in the sense that it necessarily represents reality, but in the sense that
no disagreement occurs among similarly designed inquiring systems. But to
constrain the generation of knowledge to simple inputs and their compounds
would greatly restrict the usefulness of the inquiring system and indeed fail to
incorporate the normal practices of many of the sciences which deal in quanti-
ties and comparisons. For example, if an individual tries to compare two inputs
with respect to a certain standard, he often finds it difficult to arrive at a judg-
ment that all members of the community of inquiring systems would agree
upon. Nevertheless, there can be substantial agreement within a certain range,
and declining agreement as the comparison becomes more difficult. In addi-
tion to this situation, there are obviously a number of very important hypothe-
ses governing human life in which the full generalization of the form “ All a is
b” is not valid, but nevertheless one may arrive at a fairly well-substantiated
assertion of the form “In p percent of the cases, a's are also b's.” 

Both the case of discrepancy among the judgments of the members of the com-
munity of inquiring systems and the case of the relative frequency of occur-
rence of events are to be subsumed within another kind of logic, generally
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referred to as probability theory, or, if the problem relates strictly to the data
itself, statistical theory. Again the literature is enormous, and the discussion of
alternative designs and strategies has filled many pages of mathematical jour-
nals in all intellectual circles of the world. One finds in these journals the same
kind of fundamental discussions that have occurred in the literature in the phi-
losophy of science about how much to permit the generalizing sector of the
inquiring system to govern the kinds of conclusions that it reaches. Those who
believe in parsimony, for example, argue that the generalizing sector should
only concern itself with inductions that can be grounded in the basic data of the
Lockean community; hence the use of opinion or other forms of subjective
belief is inappropriate. The opposite “Bayesian” school holds that inquiring
systems are capable of generating subjective inputs based in part upon analo-
gous situations or simply subjective feeling, and that, although these may not
meet the demands of agreement of the Lockean community, nonetheless they
can be helpful in formulating hypotheses and in guiding the direction of the
inquirer in testing the hypotheses, as well as in the final confirmation of the
hypotheses. We might note that the argument between these two schools is
often not very convincing or useful in designing inquiry, because both schools
fail to consider how the Lockean community should reach its agreements on
the so-called basic empirical data. In the case of human inquirers, the agree-
ments that establish the objectivity of data are based on strong subjective opin-
ions about the characteristics of the inputs; hence it's a little late in the design
process to worry about the legitimacy of “subjective” vs. “objective” judgment
in research strategy. The so called “objectivists” implicitly assume that in the
inquiring system the data-collecting part is separable from the other parts, and
hence that its very strong opinions about the use of subjective belief are inde-
pendent of any other generalizations the inquirer makes. The objectivists make
this implicit assumption uncritically because as statisticians it is “not their job”
to determine how the data were collected, but “merely” to analyze the data. 

If we examine the problem of statistical inference purely from the design point
of view, we see that we must somehow construct an adequate “language of
doubt.” There is no great difficulty in doing so if we design the community to
agree on some conventions and if these con” vent ions have no relevance with
respect to other actions of the community. Thus an inquirer may simply label a
generalization with a letter D for doubt, or may generate the sentence “The
probability of event E is p” by using more or less standard rules to be found in
statistical texts. But if the sentences are also the basis of action, then it is not
clear that any of the conventional language of statistics is appropriate, for it
does not enable the inquirer to designate what actions are appropriate. As I
ride along in a car driven by a friend, I may generate an assertion, “There is a
rock in the road”; I may even label this with a D or say “probably.” My friend,
however, will not readily understand how such an assertion is to be translated
into an appropriate action. Do I mean, “ . . . and therefore watch out!”? If so,
how does the inquirer get from an assertion in the indicative mood to a com-
mand? 

This question about the language of doubt brings us back to the problem we
postponed in order to study generalizations in the Lockean community. Some
might want to say that the problem of Lockean design is not to determine how
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to use information for action, but rather producing information in order to
describe the world. Even so, what guarantees 'the validity of the description? 

So far we have found no adequate basis for answering this question. The design
of agreement seems to be entirely up to the designer. If the designer's function
is separable, then he can create Lockean systems to agree in any manner he
chooses. Suppose we say that Lockean inquirers are “conventional” (or arbi-
trary) if the basis of their agreements is a choice of the designer and depends
solely on his personal values (e.g., a flip of a coin). In order to understand the
design problem of non-conventional inquirers, we can begin by looking at
some recent designs that are clearly conventional. 

Automated Conventional Lockean Inquirers 
These conventional Lockean inquirers are represented in several recent auto-
mated designs. In all of these designs, the a priori knowledge required to
receive, label, individuate, and store inputs is decoupled from the generalizing
sector that performs inductions; once this simplification of the design is intro-
duced, in principle there seems to be no obstacle to automating conventional
Lockean inquiring systems, because so many of the observational and induc-
tive methods are precisely formulated in the literature of scientific method.
Indeed, the careful attention paid by the Lockean scientific community to oper-
ational definitions and statistical techniques could be regarded as a prelude to
the ultimate design of computerized Lockean systems. Thus a computer system
can be designed that is capable of controlling an instrument and recording the
instrumental change, of compounding the data records according to various
kinds of statistical instructions, of testing hypotheses, of generating new obser-
vational plans on the basis of its statistical tests, of printing out carefully writ-
ten reports and charts. Some preliminary development work along these lines
has already occurred in microbiology, nuclear physics, experimental psychol-
ogy, and other fields. One of the most interesting developments is the proposed
design of an “automated” biology laboratory that will fly to Mars and other
planets. We have already seen how apart of this inquiring system can receive
data from a mass spectrometer, generate all possible molecular structures, and
hopefully can learn principles for reducing the number of possibilities to a very
few, and thence generate new tests that will maximize the chances of determin-
ing the correct molecule. 

The proposals to automate portions of research activities have naturally
aroused considerable comment and criticism. For example, we might want to
say that automated researchers can never create “interesting” hypotheses to
test. In some of the discussion on this issue, there has been a tendency to define
“interesting” in terms of computer incapability, thus turning the assertion that
computers cannot create new ideas into a sterile tautology. In another sense,
however, the remark may be correct; automated conventional Lockean inquir-
ers are often confined to one basic language system, which determines the sim-
ple and unanalyzable properties of their inputs. Such inquirers are apt to
become unexciting to the intellectual mind simply because they are caught in
one framework, and can only go on collecting data and making hypotheses in
the same mode time after time. This dullness of intellectual output, of course,
also occurs in human Lockean inquirers, as many of our scientific journals
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demonstrate. The design problem of new representations of information will
be the subject matter of the next chapter. 

Even though these automated inquirers may lack insight and imagination, nev-
ertheless aren't they conducting inquiry? More specifically, aren't they con-
ducting empirical inquiry? In other words, what is the difference between these
automated conventional Lockean inquirers and the Leibnizian inquirer? The
example of the automated organic chemist of Chapter 4 is an excellent one to
discuss in this connection. Is organic chemistry an empirical science? Now, the
input to the automated chemist we examined was information received from
the fragmentation of a molecule by a mass spectrometer. But the automated
chemist accepted this input without question. In the design, the sole problem is
to proceed from accepted inputs to some inference about the molecule. Such a
process clearly satisfies the list of requirements given on page 34 for Leibnizian
inquiring systems.  From a design point of view, it seems irrelevant whether
there is an “input” or whether conventional Lockean inquirers simply have
“innate” ideas. 

Perhaps the issue can be intensified somewhat if we look at libraries, which at
first blush seem to be Lockean inquiring systems. 

Libraries: Lockean Inquirers? 
The objective of any section of a library is to receive all relevant documents of a
given kind, to store these documents in a given place, and to retrieve them
without distortion. In the case of excellent libraries, the library can compare a
document received in one sector with one received in another sector. Libraries
also perform the basic Lockean functions of compounding and “abstracting.”
The code numbers and cross-reference systems of libraries correspond to basic
functions that Locke felt were inherent in the human mind in its data collec-
tion. 

Most libraries of the traditional “Alexandrian” type do not perform inductions,
but the more active computerized inquiring systems we have just described
could be conceived as a logical extension of the documentary or archival librar-
ies of the Alexandrian type. Thus the “library” of the future may respond to a
request for information by scanning its own memory of documents, and if no
adequate answer is forthcoming, the library may automatically launch an
empirical investigation and make suitable generalizations. It may also conduct
a series of empirical studies on a continuing basis, so that its scientific encyclo-
pedia is forever expanding. Hopefully, it will also be able to forget in a strategic
manner, so that the proliferation of itemized memory does not become mon-
strous. Such a library would correspond to what many people would call the
“systematized collection of knowledge.” 

Is it really accurate to think of a group of communicating libraries as a Lockean
community? Apparently there is no reason why we shouldn't. Libraries agree
on the basic labeling process, and hence together solve the problem of what is
simple; they also decide together what constitutes an “acquisition,” and thus
decide what is “given.” If they work well together, they can each undertake
extensions of their stored information of the type discussed above. 
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But would we also want to say that libraries are conventional Lockean inquir-
ers? That is, is their method of cataloguing, storing, indexing, and retrieving
arbitrary in the sense that the designers alone decide the method? Presumably
not, because the method of cataloguing must in some sense adjust to the way in
which humans react to documents. Thus we might insist that the Lockean com-
munity of libraries must include some “human” inquirers.  

Another way to say the same thing is that non-conventional libraries must be
“objective” in their method of cataloguing, storing, and retrieving. Libraries of
the type described above could just as easily file away false acquisitions as
truthful ones, even though they all “agreed” to accept a “simple” acquisition,
just as the community of automated chemistry inquirers could as easily analyze
contrived mass spectrometer data as real data. 

Thus the clue to the design of a non-conventional Lockean inquirer seems to be
the inclusion of a “human” component of the system. But what particular prop-
erty of humanity is required here? We need to know this even if we decide not
to go all the way with computers, because the designer must clearly recognize
the human capabilities he will use, just as he must recognize the hardware and
software capabilities. 

Human Agreement: What Is It? 
To recall how we arrived at the present point, suppose we summarize the pre-
liminary description of agreement among Lockean inquirers (see the Appendix
of this chapter). First an inquirer A recognizes a received entity (“input”) and
labels it; it then transmits to inquirer B a message which adequately describes
the labeling; B also recognizes a received entity and labels it; B receives A's
message and compares what it says with the way in which B labeled the input.
If the message matches B's labeling, E records this fact and transmits a mes-
sage back to A that the two labelings match. A closes the loop by receiving E's
message and recording agreement. If such “agreement loops” occur for all pairs
of the community, then every member recognizes full agreement about the
“proper” labeling of a received entity. 

We have already realized that this preliminary design of an agreement test is no
simple matter, but even if it could be designed, would it really establish the
basis of empirical inquiry? Return to the illustration at the beginning of the
chapter and suppose that we could design a set of sensors that could communi-
cate to each other in the manner just described. What confidence should a
commander have in the agreement that such a set might reach? For that mat-
ter, what attitude should he have with respect to disagreement when it occurs?
If the inquirers have a Leibnizian capability, they may be speaking in different
formal languages, but it may be possible to find a dictionary for each pair of
inquirers, such that the assertions of one become truths for the other (e.g.,
“When I say 'green' it's the same thing as 'yellow' in your language”). Any
apparent disagreement might thus be removed by translation. Would any com-
munity of inquirers prove a satisfactory set of empirical inquirers? 

At this point, suppose we study the suggestion that the essence of the non-con-
ventional is the human quality of agreement. While a group of computers could
be “tuned in” to agreement or disagreement about their inputs, as the designer
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wishes, no designer can capture that immense force of feeling that takes place
when a group of people recognize their complete agreement about the proper-
ties of an event. The “objectivity” of their experience rests in its clear, inevita-
ble, unchangeable character, without a hint of the conventional or arbitrary . Of
course, the rational designer will want to know whether this feeling tone of the
common experience was “built into” the community or comes to it unaltered
from nature. After all, a group of computers can also smile and frown and oth-
erwise reinforce each other. And a group of humans can be as silly in their com-
mon agreement as any contrived group. 

We have therefore come to an important design decision, namely, whether
non-conventional agreement is one of the aspects of inquiring systems that
cannot be designed. But it is far too early in our explorations to reach such a
conclusion. It is probably safe to say that nothing is to be found in Locke or
later empiricism that provides a helpful clue. For example, Hume's intensity of
impression which becomes the hallmark of a direct sensation could be
designed in any manner the designer wishes and does not therefore avoid the
conventional. But much still needs to be said about more elaborate designs of
observation than Locke's. In Hegelian and Singerian inquirers (chapters 7 and
9), for example, the communication system between inquirers is different from
the one described above. An inquirer A is said to have an experience only if
some other inquirer B can observe A's having the experience, and hence can
communicate its observation to other inquirers. In this design, as we shall see,
the role of agreement and disagreement becomes much more subtle than its
role in Lockean inquirers. 

Thus it is obvious that the problem of objective evidence in the Lockean com-
munity is a problem of system design. The attempt to design conventional
Lockean inquirers is an attempt to separate the community from any larger
system, the conventions arising as the designers wish, but not from any princi-
ple of design of an embedding system. One can always suspect that the so-
called conventions really are related to a larger system, but the relationship is
suppressed. If so, then in Lockean inquirers the objectivity of empirical evi-
dence gains its meaning only through the way in which the research commu-
nity is conceived as apart of a larger system. 

Cost-effectiveness of Lockean Inquirers 
The same system design point can be made if we ask the question whether the
effort of empirical research is worth the cost. Consider, again, the case of the
library. How elaborate should the cataloguing, abstracting, and indexing pro-
cess be? A “pure” answer might be that libraries are designed to live together in
order to create the most elegant systematic collection of documents possible:
their main function is to be able to trace the interconnections of these docu-
ments in all relevant ways, so that a given topic like molecular structure can be
“traced” through the labyrinths of chemistry, biology, sociology, architecture,
and so on. Never mind that only once in a century someone queries the system
about this topic, for the beauty of the system is independent of the user. In the
same vein, one might insist on the purity of any Lockean community: its mem-
bers establish the interconnections of their trees of knowledge as they see fit.
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The purity of Lockean inquirers is analogous to their conventional quality: it
has no objective status. 

Opposed to this philosophy of pure research are the pragmatists, who wish to
see the knowledge collected by inquirers related to its usefulness. They rightly
point out that no group of inquirers can collect all the relevant data, any more
than it can examine all the relevant interconnections. Such phrases as “thor-
ough examination of the facts,” “study of all aspects of the situation,” are sheer
nonsense on the face of it. An inquirer must select from a very large set of
choices a very small amount that it will examine and analyze. It does this either
consciously or unconsciously- either by using a design or by letting chance
opportunity lead the way. A sociologist intent on studying an organization may
lay out a design of his inquiry in which each step is justified in terms of the use-
fulness of the results, or he may simply go in and start listening and talking, let-
ting the output tell him what to do next. Both investigators are selective, says
the pragmatist, but the first controls what is selected and the second does not. 

The pragmatists, however, have tended until recent years to be frustratingly
vague about how one goes about designing, for example, the retrieval system of
a library. In this case one wants to tell the library system to set up a retrieval
system that will be most useful to the library's clientele. This means that the
library system is to become a part of a larger system and not separable as the
purists demand. But in what system is the library community embedded? To
date, no very satisfactory answer is forthcoming. Thus, although some atten-
tion has been paid in recent years to the relevant costs and advantages of differ-
ent kinds of retrieval systems, nevertheless one finds a number of
disagreements depending on one's attitude with respect to the users of the sys-
tem. While it is becoming quite clear that one cannot speak of the effectiveness
of libraries without some detailed information about the type of user who
should be able to benefit from the library, it is not at all clear who the users are
or how they should behave with respect to various Lockean communities. 

Now the pragmatists' point is that the satisfaction of the user in receiving infor-
mation is an indication of the “effectiveness” of the information, ' and this
effectiveness must be sufficient to “pay for” the retrieval, else the information
should not be retrieved at all. The precise . form of this stipulation requires a
model of the system which embeds the Lockean community, and in which the
cost of information vs. its utility is described. Such a model would then deter-
mine when information should be retrieved, or when new facts should be
determined. But who shall design the model, and who shall decide how to apply
it? 

In order to avoid the problems of nonseparability, the designer of Lockean
inquirers may fall back on the principle that information is always infinitely
more reliable than the cost of its retrieval or discovery. Indeed, most descrip-
tions of the empirical methodology of the sciences actually do leave out cost-
effectiveness considerations entirely, Ackoff (1962) and Marschak and Radner
(1971) being notable exceptions. Often the young Lockean investigator will
state his reason for examining a certain problem to be one of “merely” finding
out “what goes on,” as though there were no costs to be compared with effec-
tiveness. As we have said, the trouble is that libraries and young investigators
obviously can't communicate or examine everything, and hence, just as obvi-



LOCKEAN INQUIRING SYSTEMS: CONSENSUS   95

ously they do use an implicit cost-effectiveness model. Even within the Lockean
community, there must be a bounded value of information. 

We are entering an age when politicians and research administrators will take
seriously the philosophical claims of the pragmatists. Not all exciting research
will be sponsored, and a great deal that is less than exciting will be sponsored.
No one knows the likely outcome of this development, but we already have rea-
son to suspect that the political decisions are reached by embedding the
research system into the wrong larger system. This is a point to which we shall
return in subsequent discussion, when we consider the various social and polit-
ical aspects of science. 

In any event, given the simple communication pattern of Lockean inquirers, it
is not possible to design anything more than a conventional mode of handling
the cost of information, in which the rules are given to the inquirers and their
origin is not part of the design. A richer communication system is needed if
these rules are to become non-conventional. 

Separability in Lockean Inquirers 
In summary, we have raised the following critical design questions about the
Lockean inquirers, all of them having to do with the separability of observa-
tional subsystems. 

INNATE IDEAS 

We see that the true difference between the design of Lockean and Leibnizian
inquirers is not clear. The “little difference” suggested at the beginning of this
chapter was the denial of item No.1 in the list given on page 34; Lockean
inquirers do not build on “innate ideas.” This little difference became all the
difference in the world to the “hard fact” empiricist, bent on avoiding the imag-
inary and the metaphysical. But it is so very difficult to hold on to the differ-
ence. 

It was Berkeley who pointed out that the designer cannot define a non-innate
idea as an idea arising from “outside” the inquirer; the problem of the corre-
spondence of the inputs to an outside reality is a matter of irrelevance to the
designer of a Lockean system. Indeed, for such systems nothing whatsoever is
added by tacking on to a given input the assertion “and this corresponds with
reality.” In other words, from the point of view of the inquiring system, the
assertion “X is P” and the assertion “X is p and this corresponds with reality”
must have equal status. What the inquiring system would have to do would be
to recognize that the second assertion breaks down by means of the inquiring
system's analytic device into two assertions-namely, “X is P” which is handled
in the normal way, and an assertion “This sentence corresponds with reality.”
The second sentence the inquiring system would have to regard as meaning-
less, since it would have built into it no prior information about reality and
therefore no basis of comparing the sentence with other stored pieces of infor-
mation. 

For a Lockean inquiring system, the problem of the overall “guarantor” which
was so critical in the Leibnizian system is replaced by the problem of the reality
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of its inputs, which is also a “guarantor” problem. The Lockean inquiring sys-
tem without some reality guarantor becomes conventional, i.e., capable of
receiving any “information” and handling it in exactly the same way as it does
inputs from any other source. 

COMMUNICATION 

The very significant point of our discussion is that the design solution of the
reality problem lies in the design of the community of inquirers, and specifi-
cally in the design of a communication system. But the design of the commu-
nity requires strong a priori commitments. Hence Lockean inquiring systems
do not avoid the critical problem of the guarantor described in Chapter 3, but
they do pose the guarantor problem in a very specific way. The Lockean version
of the guarantor problem is to design a community with an explicit formulation
of its legal structure and the determination of the manner in which this legal
structure influences the “shape” of the data and the generalizations of the
inquirers. 

INDUCTION 

Unfortunately, very little attention has been paid to the design of empirical
inquiry in the literature, simply because the basic design assumptions are
unconsciously assumed by the human inquirer. An excellent case in point is the
modem discussion of “inductive” logic. In this discussion, we are requested to
imagine a man landing on a desert island who began to observe wildlife. Sup-
pose he sees a few birds with large wings, all of which were white and had long
legs. His generalizing sector might begin to speculate that all birds with large
wings are white and long-legged. In many philosophical discussions we are
supposed to assume that the success of his generalizing sector in this regard is
measured solely in terms of what would happen if the explorer undertook the
rather laborious task of exploring the entire island and identifying every living
object upon it that was relevant to the issue. The extent to which the generaliz-
ing sector could simulate the laborious efforts of a complete empirical inquirer
is supposed to be the measure of its performance. But no attention is paid to
the assumption the explorer already made in being able to identify an “it” as
“white,” “bird,” “longlegged,” etc. Nor is attention paid to the language ade-
quate to communicate his experiences, either to himself or to others. As a con-
sequence, we are not told how the explorer guarantees the reality of his
observations. 

ECONOMICS OF INFORMA TION 

Finally, there is the point that a “complete” empirical inquiry is impossible and
hence cannot be used as a basis of evaluating the results of a sample, even in
theory. The sample estimate is not merely an estimate of what a complete
count would reveal because a complete count cannot occur. What is observed
on the island is a consequence of the strategy of the Lockean community of
explorers. 

The point can be made more clearly in the case of the intelligence system we
discussed at the beginning of this chapter. If these systems are regarded as
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Lockean inquiring systems, then it would be quite ineffective if one built into
the system a generalizing sector which demanded considerable information
before it was permitted to extrapolate. If a suspicious speck is observed on the
radarscope and is consequently stored as a piece of information, and the gener-
alizing sector begins to react to it, the generalizing sector may simply say, “I
need a thousand more such observations before coming to the conclusion that
this suspicious speck is an enemy plane.” By that time, of course, the inquiring
system itself may cease to exist. From this point of view, then, it is incorrect to
measure the effectiveness of a Lockean inquiring system by some sort of mini-
mization of presuppositions in the generalizing sector of the system. This point
of view would argue that such minimization is comparable to the attempt of the
manager of a production plant to minimize costs. One very effective way to
minimize costs is to shut down the plant and sell it; another effective way is to
reduce labor force and reduce inventories. But the consequences of either of
these two policies may be quite disastrous from a profit point of view. Accord-
ingly, one must embed Lockean inquiring systems in larger systems. The
“objectivity” of a Lockean inquirer is defined by the larger system of which it is
a part. 

The Problem of Representation 
In the simple communication system discussed in this chapter, we have
assumed that there is one “basic” way to describe the world, which all members
of the Lockean community will recognize. In more general terms, there is an
isomorphism of empirical language that makes the selection of one language
(e.g., English) compared to another (German) a completely arbitrary matter,
once the inherent ambiguities of any natural language have been removed.
Thus it does not matter whether a computer uses letters or numbers or some
other set of symbols to print out its stored information, as long as these can be
translated into the language of the user. 

Now, imagine a community of Lockean inquirers watching two persons playing
ticktacktoe. What is the “basic” data? One inquirer might feel that the “ulti-
mately simple” data is the existence of a white space in a square, or a space with
an X or a space with an O. The X and O are compound sensations analyzable
into simpler components, and the community all agree forcibly on whether a
space is plain white or has an X or has an O. The Lockean community which
inquires about the rules . of ticktacktoe by observing the players might then
begin to generalize on the behavior of the players by noting that one always
places the same mark in a white square, that the game is over when most of the
“board” is filled, and hence that they should examine a whole set of completed
games to detect the common terminating characteristic. But now suppose a
mathematician joins the community. For him the “basic” data are two players
who are filling up a matrix. He immediately regards the symbols “X” and “O”
and their position in the matrix as number selections. Hence each player is try-
ing to construct a matrix with some specific property. He “directly observes”
that the playing of ticktacktoe is a special case of m players attempting to fill in
a square matrix of size n so that it satisfies some property, e.g., so that the
matrix is singular, or has identical rows, and so on. 
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The other members of the Lockean community might now complain that the
mathematician has assumed too much, i.e., has “introduced too much of his
own background,” especially if they didn't understand matrix algebra. “There is
no guarantee,” they might say, “that the X and O are numbers, or that the board
is a matrix in the mathematical sense,” The mathematician replies by making
two very significant points: ( 1 ) the original Lockean community surely “intro-
duced their own background” in recognizing a “white space” as a part of the
board, as well as insisting that X and 0 are really distinct symbols, or that the
placing of a symbol was the only really relevant behavior to be observed; (2) the
mathematician's mode of representing the information is far richer because it
can be used to induce rules for many other games as well. The debate suggests
anew and quite fundamental design problem which will be the basis of our dis-
cussion of Kantian inquiring systems. 

Appendix 
The purpose of this exercise is to design two Lockean inquirers capable of
agreeing on the properties of their “inputs.” The design is to be restricted to the
concepts used in computer programming. 

We assume: 

 i. a finite set X of inputs, X1, X2, . . . , Xn

 ii. a finite set of labels y stored in each inquirer, y1, y2, . . . , yn (i.e., a finite
number of ways of sorting the inputs) 

iii. a finite set Z of “outputs” from each inquirer, Z1, Z2, . . . , Zk 

iv. a community of inquirers C with membership greater than one. 

The design specifications are: 

1. All members of C can receive any input from X, sort it through Y, and can
output any member of Z. 

2. Whenever any member of C receives an input from X, it labels it (sorts it) by
one and only one member of Y. 

3. No two inputs receive the same label. 

4. Whenever an input is labeled by a member of Y, the inquirer outputs exactly
one member of Z. 

5. No two distinct labeling processes generate the same output. 

6. An output z of any member of C can be an input for any other member of C. 

7. Each member of C can associate a z received from another member with one
and only one input x and its corresponding label y; call the associated triplet (x,
y, z) a juxtaposition. 

8. Now every inquirer generates its own internal juxtaposition, given an x and
its associated y, and z'; it can compare two juxtapositions (x, y, z) and (x', y', z')
to determine whether the elements match. 



LOCKEAN INQUIRING SYSTEMS: CONSENSUS   99

9. If the internal juxtaposition and external juxtaposition match, the member
of C can output a signal to this effect; call the signal “agree” (a) ; if the two jux-
tapositions do not match, it outputs “disagree” (b). 

10. The two signals a and b can be associated with two juxtapositions, j1 and j2,
to create a triple (j1, j2,a) or (j1, j2,b) which can be an input to any inquirer. 

11. For a given x and y, if every juxtaposition of every member of z produces (j1,
j2,a), then the community “agrees.” 

REMARKS 

A. We note that the entire process depends on a satisfactory “matching” of
inputs received at different times; evidently the ability to match depends on
an “a priori” capability of recognizing and individuating in the inquirer that
must be of a very general character. In other words, the inquirer must have
a fairly complete way of “representing” its inputs, and two ways of repre-
senting inputs for comparison could easily produce differences in the
matching. 

A. That the design creates “real” agreement is doubtful; for one thing, if “a”
and “d” were interchanged, the community would appear to be “agreeing”
when actually they fully disagree. 

A. Finally, the design specifications are far too restrictive for practical use, in
that perfect isomorphism of input, label, and output never occurs in prac-
tice; indeed, humans “learn” to meet these requirements in simple situa-
tions only after a good deal of practice, which is based on a type of
induction. 

A. Hence, the “simple” sensations of Lockean inquirers are possible only if
very powerful generalizations and modes of representation are built in; the
simple facts of our world are the products of our fantastic imaginations.
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KANTIAN INQUIRING SYSTEMS: 
REPRESENTATIONS 

The Role of the A Priori 

The ”Transcendental Aesthetic” of Kant's Critique of Pure Reason is surprising
enough for what it says, but even more surprising for what it leaves unsaid yet clearly
implies. What it says is that any input component of the Lockean type discussed in
the last chapter must presuppose a formal structure which can at least implicitly be
expressed in terms of a formal language. For Kant, this meant that the existence of
an input system capable of receiving data implied that the inquiring system had built
into it certain a priori sciences. According to him, these are an a priori elementary
geometry, arithmetic, and kinematics. 

The illustration of the library in the last chapter may help clarify Kant's thesis. If
those who operate the library are considered to be a part of the input device, then it
is clear that the input device has built into it at least an elementary three-dimen-
sional geometry which takes care of the placing of documents in the stacks, plus an
elementary number theory which permits coding the documents and identifying
their location as well as packaging them in various alternative ways, and finally an
elementary kinematics which enables the operators of the library to determine when
a document is in its place and when it is not. Of course, the analogy of the library to
sensation, like all analogies, breaks down because the librarians usually know what
is received in the incoming mail, whereas, in the case of sensation, the whole issue of
”what is received” is a very subtle problem of design. 

Now if we admit that the operation of the input part of the inquiring system must
presuppose certain a priori sciences, then how does the inquiring system validate the
assertions of these a priori sciences? Presumably the generalizing sector of the
inquiring system cannot possibly prove by experience the assertions of the a priori
arithmetic, geometry, and kinematics of the input system because these formal sci-
ences have already been presupposed by the input system itself. As we have pointed
out in the last chapter, it follows that since the input sector of the inquirer has built-
in generalizations that enable it to receive inputs, generalization in the inquirer can-
not take place solely by means of empirical induction. 

Kant himself seems to have believed that the basic axioms of the a priori science of
the inquirer are necessary in the sense that if any of them are denied, then the
inquirer is not capable of receiving inputs. Although Kant is frustratingly vague
about what is received by the inquiring system, he is clear enough. in setting down
what he believes to be the basic formal requirements which the inquirer must have
in order adequately to receive inputs. But once Kant decides that the axioms of the a
priori science are necessary, then he has also decided something else: the inquirer is
capable of discovering what is necessary in order for it to receive inputs in an intelli-
gible way. Hence, what is not said explicitly in the ”Transcendental Aesthetic,” but
which is implied by it, is that the inquiring system is capable of examining its own
methodology of receiving inputs and of discovering the presuppositions underlying
this methodology if it so chooses. This process of self-examination is essential if the
inquirer is to validate the axioms of its a priori sciences. 
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And yet how successful is this self-examination? For example, the input structure of
a Kantian inquiring system requires an a priori arithmetic, because unless it can
count, it cannot receive information. In the case of computers this requirement is so
obvious as to be hardly worth mentioning. But there is also the design question of
the kind of an arithmetic the input structure must have in order to receive inputs.
Now Kant himself does not devote any attention to alternative arithmetics because
in his day it appeared as though the only adequate arithmetic for an inquiring sys-
tem was that set forth by Euclid centuries before in the Elements. But since Kant's
time alternative arithmetics and alternative geometries have been developed. How
does the self-examination of the inquirer determine the correct arithmetic and
geometry? The fact that one cannot find an answer to this question in Kant's writings
might suggest that there is a serious gap in Kantian epistemology, a gap for which
Kant himself was hardly responsible, but one that constitutes a fundamental weak-
ness in his approach to the design of inquiring systems. Most of those who have tried
to defend the basic ideas of Kantian philosophy have insisted that the inquiring
mind must presuppose some arithmetic and some geometry, and that therefore the
basic thesis of Kant remains. However, once one admits that alternative arithmetics
are possible and yet arithmetic itself is an a priori science, then one is faced again
with the task of deciding which alternative among the class of alternative arithmetics
is the appropriate one for the inquiring system to use. Presumably a mere self-exam-
ination of the manner in which inputs are received will not reveal the necessity of a
particular a priori, or, from a design point of view, the optimality of an a priori. But
since the inquirer cannot learn from experience about a priori science because it
must receive experience in the framework of an a priori, there remains the puzzle of
how the inquiring system could possibly decide on the correct alternative a priori
science. 

Two Basic Design Questions of Kantian Inquirers 
From the discussion of the a priori of the inquirer in this and the last chapter, we can
develop two basic design problems of the Kantian inquiring system, both arising
from Kant's theory of knowledge. The first problem is to determine how the a priori
structure influences the decisions of the generalizing sector of the inquirer; the sec-
ond is to determine what a priori structure is appropriate, i.e., to determine the
method by which the inquirer can ”validate” the axiom of its a priori science. That
the two problems are not separable is obvious enough, but it will be easier to discuss
them in turn, and then examine the problems in more general terms. 

How Does the A Priori Influence Generalizations ? 
Suppose we wanted to design a computer to learn the basic rules of arithmetic. How
could this be done? Proceeding in the manner suggested by Locke, we might design a
fairly simple generalizing sector that would take a number of arithmetical proposi-
tions and induce some rules. Since there would be a minimum of guidelines, we
might expect the simple inducers to operate in a very cumbersome manner. Even
learning the rules governing zero and one might be an impossible task to accomplish
with accuracy. On the other hand, we must admit that the computer itself was
designed by means of an arithmetical model: the designer was thinking of the opera-
tion of on and off switches in terms of a binary number system. If he could design the
computer in this manner, then why shouldn't he design the rules of the number sys-
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tem directly into the memory of the computer? Does ”learning arithmetic” make any
sense as a problem for digital computers? 

The reply to this design question is certainly not clear. One might say that the
designer did not ”use arithmetic” in his design, but rather used the theory of elec-
tronic circuits; he ”interpreted” the circuits in terms of arithmetical propositions.
But this response misses the point in that it does not consider the fact that arith-
metic was an essential tool of the designer since it is certainly implicit in electrical
engineering. The point is that in some sector of the design process arithmetic in a
certain form was known. Does it make any sense, therefore, to design another sector
of the inquiring system which has to go through the process of learning arithmetic?
In other words, what does it mean to ”learn” what is already implicitly assumed? We
might note at this point that all artificial intelligence machines face this same prob-
lem: they all implicitly assume a capability that they are supposed to learn, provided
we sweep in the presuppositions their designers used to build them. 

As another illustration of the same theme, suppose we examine what has come to be
known as ”Hume's problem.” In his Treatise, David Hume argues that the mind can-
not learn the necessary connection between events by means of experience. Appar-
ently all that experience can tell us is that an event B is preceded by an event A; there
is nothing in the sense impression that reveals the necessary connection that allows
us to infer that A is the cause of B. Subsequently empiricists came to adopt a skepti-
cal attitude with regard to all casual connections between events and, as a conse-
quence, to be especially skeptical of our ability to predict future sequences of events. 

Now whether one earns the right to be skeptical in this manner depends very much
on whether one has spent sufficient time analyzing the manner in which the inquir-
ing system comes to have a sense impression. As the last chapter indicates, Kant
showed that every inquiring system must have the capability of individuating what it
receives as a sensuous intuition. In Kant's case individuation meant forming the sen-
suous intuition into a specific space-time framework. The ability to do this meant
that there must be built into the inquiring system an a priori spatial framework as
well as a clock. Consequently, in one sector of the inquiring system there is a set of
presuppositions governing the operation of the clock. These axioms of the clock's
behavior guarantee the future of the clock as well as the causal connection between
the events that describe the mechanism of the clock. Some necessary connection
between events therefore must be assumed by the inquiring system in order for it to
have a sense impression at all. In what way does this commitment on the part of the
input operation of the inquiring system influence the strategy of the generalizing
sector? For example, should the generalizing sector take it for granted that all events
in time have a causal connection simply because in the input sector of the inquiring
system there is a commitment to a certain necessary connection between events? 

The point is certainly not a trivial one. Galileo is observed to be trying to determine
the relationship between the distance traveled by a ball rolling down a smooth
inclined plane and the time required to traverse the distance. A pure empiricist of a
skeptical type might feel that the entire enterprise is on shaky grounds no matter
what set of results Galileo generates because there is no necessary guarantee that
another try will replicate what has occurred before, however great the success of the
previous tries. And yet, in order to conduct the experiment, Galileo had to build a
clock. It was a water clock in which the amount of water flowing from a vessel could
be controlled; the weight of the water became an estimate of the time required to



KANTIAN INQUIRING SYSTEMS: REPRESENTATIONS 104

traverse a given distance. Consequently, in Kantian terms, any ”datum” about the
rolling ball could only occur if one assumed a certain amount of accuracy in Galileo's
clock, i.e., a certain determinacy of events in the mechanism of the clock. Does this
commitment on Galileo's part to the possibility of designing a clock equally imply a
commitment concerning the determination of events with respect to the ball rolling
down the inclined plane? 

Exactly the same question occurs in all of the empirical sciences. In the language of
the first chapters of this book, there is a strong inclination on the part of the disci-
plines to separate the methodology of gathering information from the methodology
of creating theories. In a science like physics where a very high degree of calibration
is required, there is a very strong commitment on the part of the empirical investiga-
tor concerning the characteristics of the natural world in which he gathers his infor-
mation. Very often these commitments are not transferred to the theoretical sector
of the inquiring system. Thus the data-collection sector transmits numbers to the
theoretical sector, but does not transmit information about the manner in which the
numbers were formed nor the presuppositions that were used to form them. For
example, it is typical of statistics texts to assume that the statistician starts with a set
of data that are “given” and attempts to make statistical inferences from the patterns
of the data; he acts as though the data were the only relevant information available. 

Another example of the same problem occurs in organizational behavior. A vice
president of sales wishes to forecast the sales for the coming year. For this purpose
he assigns a staff to develop forecasts based on available information on past sales. If
the research team adopts a separatist philosophy, it will simply assume that the
records of sales made in divisions of a company are accurate and will attempt to use
one of the existing methods of statistical analysis to arrive at a forecast. It will not
therefore examine the presuppositions required in order to transform one of its
inputs, i.e., some scratches on apiece of paper, into an intelligible record about past
sales. Indeed, it will not consider its problem to be the determination of when a
transaction actually becomes a sale, but will assume that this task has been solved
adequately by some other sector of the organization. 

But if the forecasters could use the theory that went into the determination of the
sales data, their forecast might be quite different. This conclusion would be strength-
ened if we recognized that a past sale per se is not what interests the manager; it is
rather the sales that should have occurred if proper salesmanship had been used.
Hence a ”forecast” is not an extrapolation of past sales, but rather (1) a determina-
tion of what could have occurred under proper sales management, and (2) a deter-
mination of what will occur under proper sales management. So put, the theory that
determines the ”past” will clearly be relevant to the determination of the ”future.” 

Thus there are two opposing design philosophies of the proper relationship between
the a priori sector of the inquiring system and the generalizing sector. In one philos-
ophy, the designer will keep the two sectors operating separately with a minimum of
transfer of theory, so that he can judge the effectiveness of each on its own grounds.
In the second, he will attempt to look at the entire problem as though the two sectors
were essentially nonseparable and thus increase the capability of both, but at the loss
of simplicity of the whole design. We examine first the separatist philosophy. 
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Minimal A Priori Science 
The first design philosophy seems clearly to have been Kant's. He attempts to find
the particular set of a priori assertions that are absolutely necessary in order that an
inquiring system be capable of receiving inputs. As I mentioned above, this capabil-
ity can be generated provided the inquiring system presupposes a geometry, kine-
matics, and mechanics as well as a logic. One might mention that in the case of the
Lockean inquiring system the attempt was made to reduce this list to logic alone, so
that the only a priori science for the pure empiricist is the science capable of generat-
ing analytic sentences, i.e., sentences whose truth depends solely on logic. 

Actually, Kant's own theory, as outlined in the ”Schematism of Pure Reason” in the
first Critique, does not seem to go far beyond the Lockean. The data gatherer must
presuppose certain properties of a clock, i.e., the clock-events must obey certain
laws. Hence there is an exact prediction from a given clock-event to a future clock-
event. Beyond the clock, however, is the rest of reality. How does the inquirer decide
that there is an objective causal connection between events that are not themselves
part of the mechanism of the clock? Also, how does the clock work in assigning time
to events, and finally, can the inquirer choose its own clock? 

Suppose we approach these design questions in the spirit of the parsimony of the
first design philosophy. The inquirer has built into it a clock which displays a series
of events (e.g., it prints out the time every minute). These clock-events are causally
connected in the sense that, given an event A, the inquirer can precisely predict the
next event B, and conversely, given B, it can tell what directly preceded it. The event
sequence of the clock is transitive and asymmetrical with respect to the relation
”precedes.” The remaining events of the inquirer are empirical. The inquirer can
associate any such event with one and only one event in the history of the clock (e.g.,
a time can be printed out for every discrete input or process of the inquirer). 

In this design, one might conclude that the empirical events are generated in a man-
ner that is virtually separate from the clock-events. The fact that a white egg comes
before a black bird does not provide any evidence for a causal connection between
the events, nor could one predict the black bird given the white egg. At best, one can
predict that a white egg at 12:00:00 will be followed, say, by a clock-event 5:00:00.
In more mundane terms, those assigned to keeping the clock running have no main-
tenance responsibility in the generalizing empirical sector, which may develop a
healthy skepticism concerning everything but the casual nature of the clock-events. 

Will this separation of functions actually work? If one believes the texts written
about scientific method, a large majority of methodologists seem to believe it will
because, they say, it actually does work in the operations of science itself. 

Since we are concerned with design in this essay rather than description, we can ask
ourselves whether such a separation is desirable from a design point of view. But of
course we should also ask whether sciences do in fact operate by such a separation.
There are quite a few questions we can ask about the minimal a priori design, but
perhaps the most embarrassing one is: qui custodiet custodium - what guarantees
the behavior of the clock? If the clock is calibrated to a real clock, e.g., to an astro-
nomical clock, then the guardians of the clock sector have stored a great deal of the-
ory. In particular, they have assumed that a set of astronomical events are causally
determined. If the clock is calibrated to other clocks of the Lockean community, then
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how do they communicate their clock information? For example, is information
about the clock sequence ”conventional” in the language of the last chapter? 

Finally, do inquirers operate better with one type of clock rather than another? In
more general terms, can inquirers change the axioms of the clock-events, and, if so,
how do they decide on such a change? Is there such a thing as the accuracy of a
clock? These questions suggest something of a paradox. On the one hand, common
sense replies that one clock is better than another and that the axioms of clock-
events can be changed. But how could the inquirer prove what common sense sug-
gests is true? Can it prove these answers by experience? The paradox seems to say
that it can and it cannot. Consider the famous Michaelson-Morley experiment which
raised doubts about the kinematical axiom of the simultaneity of events. This classi-
cal axiom in effect stated that if two events are simultaneous for one observer they
will be simultaneous for any other observer in any other place. In the special theory
of relativity this axiom is replaced by the axiom that there is a maximum (finite)
velocity for the transmittal of information. Common sense says that this change of
an axiom of clockevents was ”proven” by the experiments of the sort that Michaelson
and Morley conducted. But the Michaelson-Morley experiments could not have been
conducted without a clock, i.e., a set of axioms of clockevents. How could they use a
set of axioms to prove that the axioms are wrong? 

But the paradox may not exist after all. There is nothing strange about mathematical
(Leibnizian) inquirers assuming a proposition X to prove that X is false; the method
is a respectable one called reductio ad absurdum. But we should note a huge differ-
ence between the refutation of an empirical a priori and a formal assumption. In the
latter case, we are given a formal system and wish to prove a theorem in it; to do this
by reductio ad absurdum we attach the negation of the proposition to be proved to
the formal system and deduce a contradiction. We conclude that the negation is
unacceptable, and hence infer what was to be proved. But in the case of the empirical
a priori, we assume an a priori axiom set and derive some unexplainable events.
Then what? We certainly cannot throw out an axiom on this ground alone. At best,
all that experience has shown is that something was wrong in the whole apparatus of
the inquiring system but not what is wrong specifically. Indeed, experience does not
even tell us that we must abandon any of our presuppositions; it just tells us (at best)
that we have a problem of explanation to solve. There is no such thing as a ”crucial
test” in empirical science unless the designer is willing to make very strong presup-
positions. 

This last point can be clarified if we recall one important aspect of Leibnizian inquir-
ers: apparent contradictions between formal systems can often be resolved by redef-
inition of terms. Thus in Leibnizian formal systems there is an ability to translate the
terminology of one formal system into another formal system in such a way that the
axioms of the first become the theorems of the second. This may be done no matter
how contradictory these formal systems appear at the outset. Non-Euclidean hyper-
bolic plane geometry is a special case of Euclidean solid (or plane) geometry, and,
vice versa, Euclidean geometry is a special case of hyperbolic solid geometry. The
translations are created by defining ”straight line” in a suitable manner. Hence, if a
priori science is expressed in terms of axiom sets, then the axiom sets may be trans-
lated into one another by suitable definitions of terms. Thus if the inquirer's a priori
structure is inadequate to explain events, a solution may be found by redefining
some basic terms. 
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Consequently, one answer to the question of alternative a prioris is to say that there
is no essential choice to be made because one alternative can be translated into
another. One can define ”event” and “message” so that the simultaneity of events in
classical Newtonian kinematics no longer holds as an invariant; classical Newtonian
mechanics by this translation technique becomes a special case of the special theory
of relativity, and vice versa. Thus Kant's thesis seems to stand up even under the
scrutiny of modern mathematical theory: a geometry and kinematics need to be
assumed by the inquirer a priori. Which geometry or kinematics is selected is irrele-
vant. Can this be so? Does the mode of receiving information make no difference?
Apparently it does make a difference, if the history of science is reliable on this score.
The difference, some say, amounts to the difference between a simple way of han-
dling data and a complex way. In other words, the difficulty of expressing informa-
tion in one mode, e.g., by means of Newtonian kinematics, is largely removed if the
information is expressed within the special theory of relativity. 

Simplicity and the A Priori 
The notion that a sector of an inquiring system can be judged in terms of its perfor-
mance by the criterion of simplicity is not anew one in this book. It suggests that the
performance of a sector of the system be judged primarily in terms of the economy of
its performance at a given level of output. Presumably if the inquiring system has the
ability to choose among alternative modes of structuring its information, then the
best mode will be the one which reduces the time or effort spent in collecting, trans-
mitting, and interpreting the information. The ease of interpretation is a criterion
that the generalizing (or theoretical) sector uses to judge the adequacy of the infor-
mation. Hence the input sector of the inquiring system must understand the require-
ments of the theoretical sector and adjust its mode of representing the information
in terms of these requirements. 

One can see something like this happening within the physical sciences where the
geometries of the physicist have become far richer in terms of the number of dimen-
sions as well as in terms of their abstract characteristics. What to the uninitiated
appear to be scratches on a photographic plate, to the well-informed physicist turn
out to be representations of the ”paths” of electrons and other particles. The concept
of the ”basic data” of physics has undergone considerable change in the last three
decades as the abstract mode of representation has been introduced. 

But if simplicity is the basic criterion by which the input sector decides on the mode
of representation of the information, then how is the sector to determine whether it
has been successful in this regard? Indeed, as we shall argue later on, to make eco-
nomic values like simplicity the basis of design is comparable to falling into the fire
because these values are so difficult to measure, given our present knowledge of eco-
nomics and society. 

The question of simplicity has taken us to the second design question mentioned
earlier, namely, the whole structure of the a priori science. It also reminds us that
there is an alternative answer to the a priori of the input sector, namely, that the a
priori assumptions might be far richer, especially if economies can be attained
thereby. Indeed, simplicity and parsimony may be partially conflicting objectives. In
order to consider the problem of the size and structure of the a priori, suppose we
turn to the consideration raised at the end of the last chapter. 
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Problem Solution and the A Priori 
We are watching a Lockean inquiring system trying to determine the basic rules
underlying the play of a game by observing the behavior of the players. If we assume
that the Lockean community operates in the manner which Locke himself described,
then it will create information in which the world has various shapes and colors
because colors and shapes are ”simple” sensations. If the game is checkers, the indi-
vidual players would be described as moving colored objects about a flat surface sep-
arated into colored squares. A Lockean inquiring system would then begin to store
elementary types of information describing the specific movements of the players.
We might note at this point, as we did at the end of the last chapter, that such a Lock-
ean system has already developed a kind of strategy with respect to what it does
observe and what it does not. That it pays attention to certain movements of the
players and ignores others indicates that implicit in its input sector are certain guid-
ing rules about what should be observed. Even so, a Lockean inquiring system of this
type might have to struggle long and hard to determine by means of its generalizing
sector what rules govern the two players and what their objectives are. 

But now imagine that the observer of these two players, although unfamiliar with
checkers, is very familiar with chess. He sees ”directly” what is relevant; the board
has become a chessboard, and the pieces are not chess pieces but are all of the same
type. Such an observer sifts out a great deal of the irrelevancy, e.g., the conversation
between the players, the time between moves, the behavior of other people, and so
on. The inquiring system that knows chess would receive only those inputs from the
movements of the two players that were deemed relevant once the game was taken
to be a kind of chess game. The very first move would be interpreted as a bishop
move, and the inquirer would start by ”representing” the game as a game of twelve
bishops on each side. The inquirer would receive very few surprises. It would soon
guess by simple induction that the bishops are constrained to forward, one-place
moves; it would see that the rule of ”taking” is modified, and so on. 

It is interesting to reflect on the nature of the phenomenal world of the two inquiring
systems. For the first, the world is made up of colors and shapes, whereas for the sec-
ond, the world is made up of moves of a ”chess-like” quality. Which of these worlds is
more basic or realistic? 

But this is not the end of the possibilities. If the mathematician of the last chapter
were to look at the game, he might regard the board as a matrix; movements of the
players are ”directly” observed to be transformations of number pairs, and hence the
rules governing the play would determine the choices that each player has at his dis-
posal in transforming available sets of number pairs one at a time into another num-
ber pair. The phenomenal world of such a mathematician is made up of numbers
and transformations. 

We now note that the mode of representation of information seems strongly to influ-
ence the success or failure of the inquirer in arriving at a solution. Every puzzle
maker knows this to be true. For example, there is a whole class of puzzles having to
do with the placement of items on a bounded surface; the players alternately place
their pieces so that they do not overlap or stick out over the edge. Which player will
be able to place his piece last? For one type of inquirer the search for the right
answer might entail hours of laborious trial and error of alternative strategies. For
another who uses a geometrical representation, the problem might appear trivial. He
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would see the problem as one of symmetry and know immediately from the shape of
the area what the solution must be. Thus if the area is a circle, the first player will
place his piece exactly in the center, and subsequently place every piece in a symmet-
rically opposite position to that chosen by his opponent. In this way the first player
must inevitably win, since he will surely find the space to place his piece if his oppo-
nent does. The triviality in this case, however, is the result of the mode of representa-
tion. One cannot say that the problem itself is trivial, but one can say that, once a
successful mode of representation has been found, the rest of the problem becomes
simple to solve. Many a pure mathematician will characterize an applied problem as
”trivial,” forgetting the very non-trivial process by which he was trained to represent
problems in a certain mode. 

We can see in these examples the direct relevance of the problem of the representa-
tion of information to the problem of the a priori science of the input sector dis-
cussed earlier and to the criterion of simplicity. The input sector is to develop a
strategy of representing information which will minimize the effort of the generaliz-
ing sector to solve its problems. Consider, for example, an inquiring system designed
to recognize patterns, i.e., to recognize the underlying basis for the generation of sets
of symbols in sequence. If I present the sequence, ”2, 3, 4, 5,” most schoolboys when
asked for the next number will reply by presenting the number ”6,” having repre-
sented the sequence as the set of positive integers. A mathematician with a slightly
richer mode of representation might say that the next number is ”7,” having repre-
sented the sequence as the prime numbers and their powers. If now we present a
sequence such as ”A A B A A B B” and ask the schoolboy for the next symbol or for
the generating scheme of the system, he may become quite puzzled and attempt to
develop certain hypotheses in an unfamiliar setting. He would not know, for exam-
ple, whether the next symbol is ” A ” or ”B.” He might represent the sequence as
”double A's” followed first by one B, then two B's, three B's, etc.: ” A A B A A B B A A
B B B...” Or he might represent the sequence as ”double A's” followed by an odd
number of B's: ”A A B A A B B B A A B B B B B...” He might feel that the first repre-
sentation is simpler, however, and this might be the basis on which he would make
his final decision. Imagine, however, an inquiring system very familiar with a vast
number of different patterns. It might have the capability of sifting through alterna-
tive patterns and succeed in representing its information in such away that it can
sort out unlikely candidates. 

From this discussion we can discern two important aspects of problem solving. In
the first aspect the problem solver is searching for a pathway that leads from the
given to the solution; any pathway he eventually finds will be considered ”satisfac-
tory.” In the second aspect the problem solver seeks to formulate the ”given” in such
a way that the pathway from the given to the solution will be the easiest one to find.
In formal science a great deal of attention has been given to the creation of algo-
rithms and other techniques that are bound to reveal a pathway from the given to the
solution if sufficient time is spent on the problem. But formal sciences have not been
particularly successful to date in determining how to represent a problem so that a
minimal pathway, so to speak, will be readily revealed. 

One can add the comment that ”intelligence,” as measured, say, by intelligence tests,
tends to describe an individual's richness of representations rather than any general
mental powers. A bright middle-class youngster may have no trouble finding out
how to get seven gallons of water using a five- and a four-gallon container, while a
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bright black youngster may have no trouble finding out how to disappear off a street
when trouble begins. 

Maximal A Priori 
However the optimal representation problem is to be solved, it seems clear that a
certain richness of the a priori science is called for. If ”minimal pathway” to a solu-
tion means economies of problem solving, then economy and parsimony are really
conflicting objectives. Indeed, the use of parsimony or simplicity in design is analo-
gous to the use of cost reduction in the design of industrial organizations. The reduc-
tion of costs per se does not produce overall economies, because the marginal cost
may be far less than the marginal gain. Just so, parsimony in the presuppositions of
the inquirer may not produce overall effectiveness because the relaxation of parsi-
mony may permit a much more adequate mode of representation. The analogy of
parsimony and cost reduction is itself a mode of representing inquiry as a produc-
tion system. Of course, like all analogies, this one too ”breaks down” under critical
scrutiny; for example, parsimony in the inquirer is supposed to minimize ”bias,” and
the representation of bias as a production concept is not very helpful. But the con-
cept of bias suggests, as in Lockean inquirers, some fundamental, unbiased mode of
representation, relative to which everything else is an analogy. Suppose, instead, we
were to say that there is no ”basic” mode of representation in the design of the input
sector of the inquirer, and that a maximum flexibility in representation is desirable.
Hence, instead of attempting to minimize the influence of the a priori of the inquir-
ing system on the information, the designer should try to maximize this influence in
order to represent the information in a manner which facilitates problem solution. 

To illustrate this idea, imagine an inquiring system with the elementary capability
described in the last chapter, i.e., an ability to receive inputs and to structure them in
an elementary way and to compound them and generalize on them in the manner of
a Lockean inquirer. Imagine also that this inquiring system has a component in
which is stored a set of models. Any given model can be conceived initially as having
primitives, axioms, rules of derivation, and theorems in accordance with at least a
partially well-formalized language. In addition, each model has the capability of tak-
ing any input and transforming it into a sentence of the model. In other words, any
stream of inputs becomes in this inquiring system a sequence of sentences within
one or more of the models that are stored in the a priori component. In the example
of the play of a game given above, the input stream might be represented in any one
of the following sequences: (1) ”Player A pushes a red piece one diagonal square
(model is kinematical, with shapes and colors) ”; (2) ”Player A moves his bishop one
move (model is chess)”; (3) ”Player A transforms the number pair (2,3) to (1,4)
(model is number theory).” 

Now imagine that the inquiring system has an ”executive” which examines whether a
given input is appropriately interpreted by a given model. At the simplest level such
an executive would ask whether the input stream as represented within a given
model seems to be leading rather easily to an appropriate solution. If the answer to
this question is affirmative, then the inquiring system will continue to transform the
input into the model, i.e., to look on the world through the ”spectacles” provided by
the model. 

From this discussion we can discern at last five critical design problems from'
inquiring systems with maximal a priori models. 
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1. What input should the inquiring system process? That is, if we make the realistic
assumption that many inputs are being received, then there must be a design
economy in selecting a subset of the inputs for scrutiny. How shall the inquiring
system sift out exactly the relevant inputs to process through its models? 

1. How should an input be translated within the language of a model? For example,
there are many ways of looking at a problem from the viewpoint of number
matrices. Consider the following game. There are nine slips of paper on which are
written the numbers from 1 up to 9; each player is to select one of the pieces of
paper in turn; as soon as a player has three pieces totaling to 15, he wins. What is
the optimal strategy? If one translates this game to the game of selecting num-
bers from a three-by-three ”magic square” whose rows, columns, and diagonals
all add up to 15, then the game is ”seen” as a game of ticktacktoe, and the solution
becomes trivial. How did the inquiring system decide to translate the input into a
magic-square matrix rather than some other? Indeed, many writers have sug-
gested that finding a rich analogy is a creative process that cannot be analyzed,
i.e., presumably cannot be designed. 

1. How does the executive decide to judge whether the translated inputs provide a
good basis for solution? In most of the examples cited so far, the solution appears
either obvious or very difficult, so that the executive would presumably have an
easy time of it. In most real situations, however, considerable detailed examina-
tion of the problem would be required within each model in order to determine
whether the model is or is not an appropriate framework for problem solution.
Perhaps the most difficult aspect of this question is the way in which the models
are designed. One suggestion is as follows. The input is given to a model as some
symbol sequence. The model takes this unintelligible sequence and ”translates” it
into a sentence of the model language. The model then determines if the sentence
is true. If so, it so informs the executive and proceeds to the next input. If not, it
tries another translation; if this ”fails” it so informs the executive, who stores the
sentence in a Leibnizian fact net, using some fairly simple (”basic”) language. The
fact net generates simple rules by using very elementary inductions; the fact net
could then be called the ”simple inducer.” The rules of the simple inducer are
then transmitted to the models for translation and test. If a model does poorly,
e.g., fails to translate three or four sentences, it is dropped by the executive, i.e., it
is considered a fruitless analogy. The design can be enriched by permitting the
models to query the input sector, e.g. by asking whether instances of their axioms
are true. In this case, the axiomatic form of the model becomes a critical design
strategy. See the Appendix of this chapter for a more detailed outline of such a
design. 

1. How is the executive to judge whether a solution has occurred? In most of the
examples cited so far, the problems are framed in the style of a ”puzzle.” Puzzles
are mental exercises concocted so that one model or way of thinking, is the
appropriate pathway to the solution. As a consequence, solutions are easy to
identify when they occur, as is the appropriate model. In the richer problems of
everyday life, one rarely finds that the problem can be construed as a puzzle, and
one of the most difficult aspects of realistic problem solving is the determination
of whether or not a solution has occurred. Indeed, our earlier references to sys-
tems and subsystems indicate that a solution in the sense of a separable optimum
does not occur in real systems. Another way to say the same thing is that in social
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problems like pollution and poverty, there is no authorized source for terminat-
ing the inquiry, as was supposed in the last chapter. 

1. Is the whole idea of the design of a maximal a priori as given above appropriate?
The design suggested above and in the Appendix is one in which the input gener-
ates some ”elementary” structure, e.g., a string of symbols or shapes of some
kind, which are then translated into the language of the models in the a priori
sector. Here the executive has no control over the elementary input structure. In
other words, ”what is received” is not a decision of the inquiring system itself. Is
this an appropriate way to regard the Kantian inquiring system? Certainly Kant's
own discussion of ”pure sensuous intuition” seems to imply that he would accept
such a philosophical basis for the design. W hat experience is telling us is very
difficult to ascertain, because we always have to shape the ”messages” into some
a priori form to make them meaningful. But, for Kant, experience does contain
information that is ”given” to us and which the inquirer cannot change. Other-
wise the Kantian inquirer seems to become a special case of the Leibnizian: all
the knowledge is implicitly within the inquirer. To escape the clutches of the
Leibnizian design, most students of problem solving accept the thesis that some
aspect of the input stream is not under the control of the executive. In Chapter 4,
the chemistry inquirer was represented as an examination of a tree structure.
Essentially the task is to determine whether at a given stage it is worth going on
to examine the rest of the branches of the tree or whether one should, so to speak,
give up a whole branch as being a less than likely method of solution. But the
basic form of the symbol stream that is processed in this manner is ”given” to the
inquirer. 

What Is ”Given”? 
We are now in the position to form what Kant called an antinomy-an apparently
irreconcilable clash of theses-between the Leibnizian and the Locke-Kantian theo-
ries of design. The antinomy can best be phrased in terms of the design of the Kan-
tian inquirer suggested above: 

Thesis (Leibnizian): All aspects of the input stream are in principle
under the control of the executive. 

Antithesis (Locke and Kant): Some aspects of the input stream are not
under the control of the executive. 

In effect, the antinomy is a further elaboration of the first design principle of Leibni-
zian inquirers: the need for innate ideas. In defense of the thesis is the argument that
any attempt to define a ”given,” i.e., an uncontrollable aspect of the inquirer, always
results in an unintelligible design. Kant's own writings seem evidence of this point.
He says that inquiring systems have a capability of receiving inputs, i.e., a receptiv-
ity, and that what is received is a pure sensuous intuition that is shaped by the forms
of space and time and made intelligible by the categories as they are described in
Kant's Transcendental Logic. Consequently, the inquiring system is incapable of rec-
ognizing in an intelligent way what it is that begins the process because ”recognition”
implies a structuring which apparently does not occur in the purely sensuous intu-
ition. This is exactly the same problem that occurred in the last chapter. There we
saw that one could, if one wished, simply regard the origin of the process to be given
arbitrarily, thereby creating ”conventional Lockean inquiring systems.” But these
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conventional Lockean systems are special cases of Leibnizian inquiring systems, i.e.
their conventions are controlled by an ”executive.” In the case of the Kantian inquir-
ing system, the problem of the need to put all control in the hands of the executive is
even more acute, because we see that it is not possible to describe the given in any
linguistic form: linguistic forms already confound the pure given with the sensory
and intellectual forms of the a priori. 

In defense of the antithesis is the obvious need of the inquirer to “learn about the
world,” i.e., to become objective. The failure of Leibnizian inquirers to find an inter-
nal proof of the convergence of all fact nets to one world picture implies the need for
an external source of information. If there is no ”given” in experience, then there is
no difference between deduction and induction. Induction merely becomes the
search for symbolic strings of symbols that lead from one sector of a fact net to
another according to rules; but this is exactly the manner in which deduction is
described. Induction should represent the effort of the inquirer to form a compre-
hensive picture from what is given to it. Otherwise, the whole of inquiry is merely a
logical exercise. 

The Relativity of the Given as a Strategy 
One clue to the solution of this antinomy is to be found in our earlier discussion of
the separability or non separability of (1) the assumption-making of the a priori sec-
tor from (2) the generalizations of the inquiring system. In all of our discussions to
date we have looked on the designer of the inquiring system as in some sense sepa-
rate from the inquiring system itself. Specifically, in the case of the design of prob-
lemsolving inquirers, it is clear that the designer considers himself to be ”above” the
situation that the inquirer itself is trying to study. The designer ”puts in” the given
and examines how the inquiring system goes about trying to solve the problem. In
effect, the process is much longer than a process beginning with the ”givens” and
ending with the inquirer's solution. The process goes back to the designer himself
who has originated the givens. How did the designer decide what in fact to give the
inquirer to solve? If we could understand the process by which the problem con-
cocter makes up the problems, perhaps we could begin to see our way to solving the
antinomy. We would, in fact, have a theory about the problem concocter. If we knew
enough about him we would know which of his inputs we should process, the likely
way in which to translate these inputs into the language of a model, and which model
is likely to provide us with a solution. Also, knowing him well, we would know how to
judge the quality of the solution in terms of his desires. What we would then mean by
a ”given” would be relative to the problem originator. 

Indeed, if we sweep in the problem concocter, we may be in reasonably good shape
to answer some of the questions about the a priori that are listed on pages 142-144
above. The executive will learn about the favorite models of the problem poser, and
will explore these first. He will learn what satisfies the problem poser, and thus learn
when to stop. And so on. 

How will this suggestion work when the problem poser is reality? Can we design an
executive to ”learn” about the favorite models of nature? Does such an idea make
any sense at all beyond the obvious requirement that the inquiring system learn the
secrets of the real world? In the case of problem posing and problem solving, the
inquirer may learn to sweep the problem concocter into its world image, but what
does it mean to ”sweep in” reality? 
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Problem Solvers Do Not Exist Unless They Are Observed 
A richer solution of the antinomy is needed. E. A. Singer in his Experience and
Reflection “turns the tables” on the empiricists by showing that the reality of an
observing mind depends on its being observed, just as the reality of any aspect of the
world depends upon observation. The suggestion is that what is ”given” to an inquir-
ing system is a problem of another inquiring system observing the first in its prob-
lem-solving activities. The ”given” is a concept of the observing inquiring system. It
is no wonder then that designers of inquiring systems like Locke and Kant, who sep-
arated themselves from the system that they were observing, ran into severe prob-
lems in trying to describe the nature of the given. Once we bring Locke and Kant into
their own inquiring systems, then we begin to see in what sense the word ”given”
should be taken. But this is a story of its own that unfolded during the nineteenth
century. It is a story to which we shall devote our attention in the next chapter. 

Appendix 
A schematic design of an inquiring system is capable of representing information in
alternative ways. The design is described in terms of phases, each phase being an
enrichment of its predecessor. 

PHASE I 

1. An input sector which produces ”basic” sentences, e.g., sentences that ascribe a set
of ”basic” properties to individuated items. 

2. A set of model sectors; in each model there is: 

a. a translation subsector that can take the basic sentences of the input
sector and translate them in one specific way into sentences of the
model; 

a. a list of assertions that are true in the model (these are not necessar-
ily the axioms of the model, but rather display the most pertinent
aspects of the model); 

a. an ability to determine whether a translated sentence from the input
sector implies, or is implied, by a sentence in the model list. More
generally, the model sector will build a Leibnizian fact net, using the
input sentences and the model sentences, and will determine the
extent to which this fact net is ”satisfactory” according to some crite-
rion. 

3. An executive who can: 

a. accept problems to be solved; 

a. initiate or turn off the exploration in any model sector, according to
general criteria of satisfactory exploration; 

a. take certain sentences of the satisfactory fact nets of the model sec-
tors and store them in a common language as tentative partial solu-
tions of a problem; 

a. decide when the problem is solved; 
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a. in the case of failure to find any satisfactory fact net for a given input
sentence, can perform simple inductions in the basic language of the
input sector and store these as tentative partial solutions. 

PHASE II 

Consists in increasing the power of the executive to modify the ”basic” language of
the input sector as well as the translating subsections of the models and the
sequence of critical assertions of each model. In other words, this design permits the
executive to use past experience to modify the linguistic structure as well as the
search procedures. 

PHASE III 

Consists in adding information about the source of the inputs and the problem ori-
gin, so that the executive can relate his strategy to a specific input source or specific
problem poser. 

We note that phases II and III involve the self-reflective paradox: if the executive can
”use experience” to modify the language or search, or learn about the input source or
problem source, how does he represent this experience? Does he process the experi-
ence through a ”super” set of models? This problem is a part of the problem of real-
ism of the inquirer: How does the executive come to realize that his problem
solutions are realistic as compared to imaginary? How does the ability to recognize
the problem or input source in terms of models ever get the inquirer in touch with
reality?
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HEGELIAN INQUIRING SYSTEMS: 
DIALECTIC 

Objectivity 

Objectivity is the hallmark of all excellent inquiry, and yet its meaning remains elu-
sive. The objectivity of a result seems to imply that no one is obliged for ”external”
reasons to accept the findings, that each inquirer may learn how any other inquirer
conducted its objective inquiry, and each inquirer is free to test the methods used
when they are objective and thus confirm or refute the results. Thus a necessary con-
dition for objectivity is that the behavior of an inquirer be capable of being observed.
But what does this requirement that one inquiring system be observable by another
really mean, and how does the inquirer acquire objectivity from this process? 

At the outset we should note that ”objectivity” is closely related to ”object” in mean-
ing as well as in sound. Kant seemed to have thought that objectivity occurs when
experience is shaped into a ”general object,” i.e., gains its form and intelligibility
from space, time, and the categories. But even this shaping of experience is not
enough, as the discussion of the last chapter shows. We also need to design into the
inquirer an ability to see the ”same” object from different points of view. In a sense,
we made a beginning of satisfying this design requirement in the last chapter as we
explored different modes of representation. But now we need to develop the addi-
tional idea of an ”object” as a collection of interconnected observations in which each
observer can examine how another observer views the world. The ”objectivity” of
experience is to be based on some kind of interconnection of observers. 

Now it is almost obvious that many ”points of view” are required to create an
”object” like an elephant or a university. What is not so obvious is that many ”points
of view” are also required to produce the objectivity of a property like ”green” or
”straight.” For Lockean inquirers, all that is needed to attain the objectivity of a sim-
ple property is a strong agreement in the Lockean community. And yet, as we have
seen, if there is no control on the agreement, the so-called objectivity of the property
becomes no more than a convention that-in the case of computers-can be changed at
will by changing the program. We seem to need a watchdog who can monitor this
sort of thing and decide whether the community is conventional or not. A ”watch-
dog” watches; i.e., the observers need to be observed in order to gain objectivity even
for simple properties. In other words, no observation can become objective unless
the observer is also observed objectively. 

To Be a Mind Is To Be Observed 

If we apply Berkeley's dictum – that an object gains its objectivity only by virtue of
its being observed– to the property of being an observer, it must mean that some-
thing can only be said to observe by virtue of its being ”observed to observe.” This
rather obvious point about inquiring systems is often neglected. Designers wish to
create computers to ”solve problems,” ”observe patterns,” and so on. But whatever
ability the computer attains in any of these directions becomes objectively valid only
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because the designers observe that the computers are functioning in a certain man-
ner. To understand what the computer is doing objectively, it is essential to know
what the designer is doing. The ”fact” that computers ”solve problems” is as much a
description of the behavior of the designer as it is a description of the output of the
computer program. 

What would a philosophically astute empiricist have to say about this need for an
observer-of-the-observer? One answer seems almost obvious and in effect became
the cornerstone of a particular type of philosophical system developed in England.
The answer says that there are actually two radically different ways in which the
observer may be observed: (1) he may observe himself directly, or (2) he may be
observed ”inferentially” by another observer. These two ways of observing are taken
to be radically different because in the first case the selfobserver is assumed to be
almost completely accurate about what he observes, while in the second case the
”other” observer can only infer what is actually being observed ”inside” the mind.
”Another” observer can only observe what occurs ”on the surface” or at the interface
of the two inquirers, whereas the same inquirer can observe its own inner states
directly. 

I said that this answer to the meaning of the observer-of-the-observer is obvious, but
it remains to be seen whether it is really a satisfactory design principle. Indeed, from
the design point of view it already seems to involve some weaknesses, e.g., the awk-
ward distinction between ”inside” and ”outside” or between ”same” and ”another”
which is surely very difficult to define and apparently serves no very good purpose.
Yet there is something very compelling about the thesis that each of us has his pri-
vate thoughts, sensations, and feelings. 

The Self-knowing Self: The Subjectivity Syn-
drome 

British empiricism certainly seems to have retained throughout its long history the
notion that immediate sense data and the inner pictures and images of the mind are
the special property of the self, and knowable only by the self. This has given rise to
what might be called the ”subjectivity syndrome” of a certain popular type of philos-
ophy both in the United States and in Great Britain. It takes the form of the asser-
tion, ”I and I alone can know the inner states of my own mind and can only infer the
states of other minds.” Accompanying this assertion are a number of corollaries, e.g.,
”I can never be aware of someone else's toothache” or ”I can never be sure that
someone sees the color green as I do.” There are also some fairly serious philosophi-
cal doctrines connected with this philosophy, such as solipsism and the inability to
compare utilities, which have flavored the intellectual life of a number of social sci-
ence disciplines. All of these doctrines imply that because land I alone know the
inner states of my own mind, no one else can possibly supply any better evidence
about my own inner states than I can; at best other people can only infer the proper-
ties of my inner states by observing my outward behavior. Also, since I have no way
of developing an inquiring system that reaches beyond my own observations, it fol-
lows that I have no evidence of the independent reality of other minds. 

According to the subjectivists, because I and I alone know exactly what a toothache
feels like to me and because I have no way of comparing the sensations that other
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people have except in terms of the grimaces and other signs of distress which they
show and which are alike to mine, to infer from these observations of outward
behavior the existence of a pain similar to mine would be to go far beyond what the
evidence itself supplies. It would permit the generalizing component of the inquiring
system to make a leap in the dark on the basis of one instance alone, namely, my own
sensations. 

Subjectivism is a very weak philosophy with very strong implications. Toothaches
may be matters of minor concern in the total history of humanity, but one important
implication of the subjectivist doctrine is that it is impossible to compare the values
of two or more members of a society other than in terms of their simple preference
ordering. So convinced were economists that the intercomparison of preferences
must be excluded that there occurred in economic literature a number of serious
attempts to provide a basis of social choice which is free of the need to compare the
preferences of two separate individuals, except in an ordinal sense. Thus an observer
can look at a person and see that he chooses X rather than Y. Such behavior occurs at
the interface of the observer and the observed person. But, according to subjectiv-
ism, he cannot observe how the person felt ”inside” when he made the choice; specif-
ically, he cannot observe the intensity of the person's preference, although the
person clearly does have an inner feeling and is aware of it himself. The intensity of
preference is taken to be a subjective evaluation which cannot be communicated to
another. 

The economist's reluctance to assume cardinal utilities and richer forms of measur-
ing human values has had its influence on the entire theory of optimization in sys-
tem design, especially when the ”system” involves human beings. For some, the only
legitimate ”optimal” is a ”Pareto optimal,” which is often a very unsatisfactory crite-
rion in the design process. 

Now all sciences recognize difficulties in the design of calibration in measurement,
calibration being basically the method of communicating a method of measuring.
Calibration is never perfect, so that errors inevitably occur. In length measures, for
example, one must try to relate a method that uses a yardstick to a method that uses
a micrometer; nevertheless, the comparisons of units are made with ”reasonable
success.” What is it, therefore, that prevents a like comparison of units in human
value measurements? The answer is that the ”real” unit is encased in the individual
person, and there is no way of laying one person's unit ”alongside” another's; in
other words, the ”fundamental” mode of ”direct” comparison of units is supposed to
be ruled out in value measurements. 

”Direct” vs. ”Inferential” Observation 

All these versions of solipsism and subjectivity arise from the assumption that the
observer must playa peculiar and separate role in inquiry. In order to be sure that
the observer is safeguarded, so to speak, one designs all inquiry as an emanation
from a central and effectively unanalyzable set of ”direct,” ”fundamental” operations
of each inquirer. The fundamental operations cannot be compared or observed
because once one permits such comparisons, the authority of the central observer
disappears and one is apparently left with no basis for objectivity. 
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The design principle of subjectivism has many important consequences, all based on
”levels” or ”degrees” of knowledge. The central core attains ”direct” knowledge, and
the further one travels from this core, the more doubtful are the assertions the
inquiring system makes. For example, there is no way in which the pure empirical
inquiring system can seriously consider the task of predicting future events. It must
simply regard its own data as its sole type of reality, and when it speaks about the
future, it can only do so in a kind of poetic fashion. The modern subjectivist shies
away from concepts of forecasting and in. general from the whole notion of the rede-
sign of systems in terms of their improvement, since the term ”improvement” itself
implies an ability to forecast the future. 

Again, there is the recent distinction which occurs in game theory between the con-
cepts of ”uncertainty” and ”risk.” The risky situation is taken to be one about which
the inquiring system can make probability statements which are based on directly
observable events. An uncertain situation, on the other hand, arises, say, in a two-
person game where the actions of the one player depend on his own developed strat-
egies and these strategies cannot be predicted from the relative frequency of past
plays, since they are based in part on the one player's concept of how the other player
will conduct the game. It is said to be impossible for the one player to obtain evi-
dence about the ”inner states,” i.e., the strategies, of the other player. 

Subjective empiricism in philosophy, psychology, and economics has never under-
taken to defend its fundamental doctrine or even to state it clearly, perhaps because
the doctrine seems so obvious and reasonable. The phrase that frequently recurs in
Locke's Essays, ”If one will but look into his own mind,” is simply reiterated down
through the decades as a perfectly satisfactory approach to philosophical reflection
and a knowledge of one's own mind. 

Personal Knowledge and Community Knowledge 

The doctrine no doubt seems obvious because it is difficult to understand how one
inquiring system can be a direct observer of another's internal states and processes.
For the Lockean community, it is enough to establish an isomorphic agreement, so
that the same inputs are followed by the same verbal expressions and by expressions
signifying a common agreement; the exact matching of internal processes is not fea-
sible or even essential. 

But the subjectivist not only excludes direct observation by another of a subject's
state of mind, but postulates a maximum accuracy on the part of the subject with
respect to its own direct observations. When one inquirer observes what impression
it had as a result of a simple input, the answer it gives must be essentially correct. In
other words, subjectivism introduces the distinction between personal knowledge
and community knowledge into the design of inquirers. 

Community knowledge implies careful control and scrutiny on the part of other
inquirers; personal knowledge does not. Thus if a scientist undertakes to create
knowledge for the community, he must write down what he intends to do, and then,
if he is a careful scientist, he must keep a log of what he has done, and finally he is
obliged in his reports to present his findings in such a way that any colleague can, if
he wishes, observe exactly what the scientist has been doing. Failure to comply with
any of these conditions is a defect in the procedures of the Lockean inquiring system.
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While it must be admitted that science often tends to be rather careless about apply-
ing these three conditions, nevertheless in all cases of dispute the Lockean critic of a
scientific endeavor has a right to call for further and deeper explanation of what has
been done so that he can replicate the work of another scientist. Thus the overt
behavior of a scientist must itself be subject to observation by other scientists when-
ever the purpose is to create community (common) knowledge.

The basic trouble with subjectivism's distinction between personal and community
knowledge from the designer's point of view is simply that it leaves no room for an
explicit design. Furthermore, the designer will argue that it is not at all clear why we
should ever try to design such a distinction into the inquirer. Of course, the nonde-
signer will reply that each individual wishes to preserve his own subjective feelings
as a part of his world. Thus while the designer is not apt to remove belief in personal
knowledge by any kind of logical argument, his point is that the manner in which the
subjectivist introduces personal knowledge into the design of inquiry seems alto-
gether wrong. He wants to give personal knowledge of sensation the status of highest
accuracy, and he goes on to link this personal knowledge in a very tenuous fashion
with community knowledge. He thinks that personal knowledge of one's own sensa-
tions creates types of behavior that other inquirers can observe and transform into
their own personal knowledge. This seems to require a very awkward type of design,
and all the awkwardness can be removed simply by removing the need for an ”ema-
nation” of knowledge from a central core. If ”personal knowledge” of one's own sen-
sations simply means that inquirer A observes itself as an object in exactly the same
way that another inquirer B observes A, then all the ”mystery” of internal states dis-
appears. In such a design the designer would not lose control at what is one of the
most critical points in the whole activity of inquiring systems, namely, at the point
where information is received and interpreted. If the observer can be observed, then
he who observes someone ”feeling a toothache” can learn what is being sensed at
least as well as the one who ”has the pain.” In human inquirers, in fact, there seems
to be ample justification for asserting that one person may be far more sensitive to
another's reactions than the other is to himself. 

What would result from giving up the supremacy of privacy is a complete revision of
the restrictions on empirical inquiry. The so-called ”basic” or ”fundamental” units
and comparisons of the inquirer are no longer basic or fundamental from the point
of view of another inquirer; preferences, direct sensations, and the like are the out-
put of all inquirers and have no special epistemological status. In Hegel's terms, the
”immediacy” of sense data becomes a mediating concept of the reflective mind. 

Consider, for example, the comparison of personal preferences or utilities. Instead of
merely asking each person in a community to state his preferences as he observes
them, one would also determine how each person observes the preferences of others.
If there is a fight over the allocation of resources, not only do A and E state their
requirements, but E states what A wants and A states what E wants. There is no a
priori weighting of these observations of individual needs. 

Representations 0f Observational Behavior 

The design of an inquiring system we shall consider is based on the principle that
inquirer A 's information about inquirer E's internal states may be as reliable as E's
own reflections about his internal states. But what does it mean to say that one
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inquirer can observe another's states of mind? One answer is to be found in the dis-
cussions of the last chapter: we can extend the Kantian theme of representation to
the observations of the states of mind of an inquirer. 

One mode of representation has already been described: one can observe a chemist
as he examines various items under the microscope and see that he writes down his
results in his log and carries on various other kinds of activities. This mode of repre-
senting the chemist can be enriched by comparing the activities of two chemists
engaged in essentially the same type of work. One can make statistical analyses of
the results and represent differences in their behavior in terms of their personality
types, the laboratory social environment, and whatnot. This way of representing
observation takes the observers to be psychological individuals, with describable
psychological properties: motivation, sensory response, oral behavior, etc. 

Another way of representing the observer is to consider him as a physical entity. The
observer is now regarded as a physical input-output device that receives impressions
at its surface and transmits these via its neural system to some central core, where
the ”message units” are stored and retrieved. By this method of describing the sen-
sory organs and neural structure of the human observer one can check whether or
not certain distortions are introduced either by the external instruments or by the
particular physiological structure of the observer himself. Hence we can say that
some properties of the stored inputs are products of the instruments that the scien-
tist uses, or that some properties are the product of a particular neurological struc-
ture of the observer. We can develop some ideas about the relation of inputs to the
real objects of the world outside; the ”objective” inputs are those that are not dis-
torted by the instruments or internal transmitting processes.

Objectivity in a Physical Description of Mind 

Now when the observer represents the inquiring system as a physical object
responding in a physical manner to physical stimuli, the subjective empiricist may
feel that the life of the inquirer has been taken away, since there is no representation
of the ”inner states,” as he feels them to exist. Nevertheless, if we accept this mode of
representation for the moment, we can see that the design problem of objectivity can
be described in a precise manner. The problem is to determine whether an inquirer's
account of a situation is ”objective.” The observer of the inquirer can see both the
object {stimulus) and the ”inner state” of the inquirer as it is represented by a physi-
cal description of the stored inputs of the inquirer. Suppose the observer is able to
classify the stimuli into identifiable elements, as well as classify the “inner states” of
the inquirer. If he then observes that for each stimulus property there corresponds
one and only one inner state, he could say that the inquirer is responding ”objec-
tively.” If, furthermore, the inquirer is also observed to output a set of symbols that
are in one-to-one correspondence with the inner states, then the inquirer is report-
ing its experiences objectively. 

This description of objectivity should be compared with the design of agreement in
the Lockean community; in the design of agreement {see Appendix of Chapter 5),
the community of inquirers could not observe the inner states of the other members,
although in order to describe their behavior we did construct their inner worlds. As a
consequence, the community cannot tell whether the set of stimuli is mapped onto
the same set of internal states in each inquirer, even though we had to pull ourselves
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aside and do precisely this. Also the community members cannot really tell what the
word ”agree” means, except that it occurs for each inquirer when associated in a cer-
tain manner with a stimulus. Finally, each member of the community can only know
how he reacts, and hence has no objective knowledge of a stimulus ”outside” his own
internal states of mind. 

But if the adjective ”objective” refers to a certain type of experience of an observer of
the inquirer, then all the mysteries of the subjective empiricist vanish. An object is
”there” because it is apart of the experience of the observer-of-the-inquiring-system
and is observed by him to have a certain relationship to the internal states of the
inquirer. To the observer, the object is ”outside” the inquirer, and the observer can
precisely determine whether two inquirers agree. He can even determine whether
they see the color green in the same manner. Thus the mystery of Kant's sensuous
intuition vanishes: it was after al1 nothing other than a construct in Kant's mind as
he observed the human inquirer. 

Suppose we say, as Hegel did, that the process by which one mind observes another
is self-reflection (or self-consciousness), recognizing that this old-fashioned term is
both practical and common in its meaning here. Managerial control in a firm is a
self-conscious process, as are the controls of scientific, traffic, and educational sys-
tems. 

In order to keep the characters clear, while not intending to impute any specific
meaning to their roles, suppose we call the mind that is being observed the ”subject”
and the observing mind the ”observer.” The inquiring system we shall examine is the
”observer-of-the-subject.” 

The Problem of Objectivity in General 

A number of questions come to mind as soon as we gain the insight that objectivity is
a property of an observer of a subject, i.e., a property of self-reflection. First of all, we
see that the ”subjective” has not been eliminated at all, because in the act of self-
reflection the objectivity ascribed to the subject becomes itself a subjective state of
mind of the observer. That a subject is having an objective experience is a subjective
experience of the observing mind. All we have said so far is that for a total observer-
of-a-subject to be objective, it must have a component capable of receiving inputs
about the manner in which another component receives and processes inputs. Self-
reflection is a necessary condition for objectivity, but not a sufficient one. The
observer of the subject may be totally wrong about what it observes or reports. As we
shall see, we have still to understand how objectivity can be established as a fact
about the inquirer. 

Next, the nature of the ”internal state” of the subject is not clear. So far we have rep-
resented this internal state in physical terms, as though the observer, for example,
were describing a human subject in much the same manner as he observes the
innards of a computer. But the whole point of subjective philosophy is that any such
representation of a person's sensations and feelings is largely irrelevant as far as the
”actual” internal state is concerned. Can we represent how a person ”actually” feels
or what he sees when he observes the deep green of pine against the intense blue of
sky? As we have said, this may be the Kantian question applied to the understanding
of a subjective state of mind: What are all the representations of the subject that
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make up its reality? One reca11s the story of the blind men trying to describe an ele-
phant while each touched some part of the body. But in the story there is a wiser
observer-of-the-subject who ”sees” the elephant for what it ”rea11y” is and can there-
fore laugh at the antics of the blind. But who sees for the community of inquirers?
Who can te11 us when our modes of representation leave out crucial features? 

Our design question therefore is this; under what circumstances does a set of repre-
sentations of an object capture the essence of the object, i.e., become objective in the
most general sense? Perhaps subjective philosophy is universally correct; no thing
can ever be adequately represented by an image of its nature, in which case subjec-
tive internal states are not different from any other states of nature as far as compre-
hension of their essential nature is concerned. 

The Mechanist Theory of Objectivity: ”Informa-
tion ” 

Whenever philosophers feel ca11ed upon to describe a whole class or universe, their
tendency is to search for a dichotomy that will serve as a beginning for a more elabo-
rate classification. This dichotomy should produce new ways of looking at old prob-
lems. The dichotomy that seems to be ca11ed for here is the dichotomy between the
mechanical and the teleological-between observations that are taken to be reactions
to a stimulus or message, and observations that are taken to serve some purpose.
The essence of ”mechanical” observation is alienation; the observed subject is
opposed to the observer. Either the subject is passive and the observer active, or else
the observer receives ”inputs” (and hence is passive) while the subject creates ”out-
puts” (and hence is active). The observed and the observer cannot be the same mind,
and must be two opposing aspects of a process. The alienation is we11 Known in
experiments in which humans (or other living beings) are subjects, or in interviews
in which the behavior and attitudes of people are being studied. The experimenter or
interviewer is the observer and is a different kind of person from the subjects. He is
supposed to have no prejudices, to be rational, to be completely honest in his report-
ing, not to care who is right, and so on, while the subjects are interesting only
because they have prejudices, are irrational, dishonest, self-seeking, etc. 

The flavor of the opposition between the observer and the subject seems to be we11
captured by the term ”information.” The inquirer is ”formed” by a certain type of
input, much as a computer is formed by a program. Hence the ”information” that is
stored in an inquirer is taken to be the set of all reactions of the inquirer to inputs of
a certain type. Specifically, we imagine an observer-of-the-subject who can identify
an input as an accurate sentence that describes some aspect of the natural world. If
this sentence is received and stored by the subject, then the subject has reliable
information. The mechanist theory of information goes on to say that a ”state of the
world” is simply a conjunction of sentences about the properties of objects in the
world. The mechanist has an answer to the question: What set of representations
capture the essence of an object? The set is comprised of all sentences that accu-
rately describe the object, i.e., all sentences that ascribe all the correct properties to
the object. 
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Information: Master and Slave 

The judge of the accuracy of information is the observer-of-the-subject, who in some
way holds a dominating role, because the accuracy of information for the observer is
taken to be independent of the wishes or purposes of the subject. Information for the
mechanist is there, and what it says cannot be changed by the subject. We determine
whether a subject is objective by determining whether its stored information corre-
sponds with reality; if it does, the information is factual (”objective”). If it is factual,
it cannot change, no matter how the inquiring mind may change : ”a fact is a fact” is
not a tautology, but rather a statement of an hypothesis about the relationship
between information and mind. 

According to the mechanist hypothesis, the fact dominates the subject simply
because he has no choice about the facts. He may wish ever so ardently that men love
their fellow men, but when the facts reveal that men hate each other instead, then
the inquirer must bow to the authority of fact. In this mechanist relationship, man
becomes the slave of the master who is information, or, rather, the slave of the
observer-ofthe-subject, because the ”world” of the inquirer is a creation of an
observer-of-the-subject. It is a world that the subject cannot change once the
observer has fixed it in his mind. More precisely, there is some way of observing-the-
subject in which the past states of the world of the subject can be accurately ascer-
tained by the observer, and hence are not changeable by any action on the part of the
subject. The mechanist hypothesis states that the past as constructed by an ”accu-
rate” observer-of-the-subject is unalterable once the states of the world are correctly
ascertained. Here is true alienation of self and fact; the self is the slave of the master
fact created by ”another” observer. 

Once the mechanist hypothesis is stated in these terms it appears almost absurd.
What master observer-of-the-subject can ever gain the authority to ”fix” the facts,
i.e., to legislate what is information and what is not? Such a legislating mind puts
each man in bondage to a mysterious and unknown master. 

Information: The Conquering Lord 

And yet the mechanist hypothesis about the nature of objectivity has infiltrated prac-
tically every aspect of intellectual and social life. Government information agencies
consider themselves to be recipients and storers of various ”pieces of information” of
interest to the citizen and to those who serve the citizen in military and non-military
capacities. The information is fixed, and cannot, under penalty of the law, be altered.
Our whole theory of statistics is based on the notion that pieces of information can
be numbered and represented symbolically (x1, y1, etc.) and that the task of the stat-
istician is one of aggregating these ”given” bits of information in various ways. 

In logic, too, the mechanist philosophy has had its strong influence. The logician is
primarily interested in sentences, and he has come to think of sentences in terms of
their semantic content. Any given sentence that is not a tautology may express a fac-
tual description of the world, and it is the task of the semanticist to put the factual
aspects together in a pattern that will be useful to the reader. 

Finally, in that part of mathematics called ”information theory,” information is
reduced to common units, and specifically in the case of digital information, to ”bits”
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of information. An important problem for many information theorists is to extend
the concepts developed in information theory relating to redundancy, etc., to useful
concepts of meaningfulness. So fascinating are the developments of information the-
ory that many writers speculate on the possibility of completely describing the
human brain in terms of an information-processing device. To do so, there needs to
be another mind that can accurately observe what the brain is..really” like, although
proponents of this physical reductionism do not tell us how this ”other mind” can
also be a mechanical information-processing device. How does it happen that in all
these widely accepted approaches to information, there is the master observer-of-
the-subject who has the authority to fix the unalterable status of information in vari-
ous ”data banks” of government, industry, etc.? 

The Subject As the Willing Slave 

Somehow it must be the subject himself who delegates this authority to the master
observer-of-the-subject, because our tradition states that we have freed ourselves
from dogma. But if we examine the reasons why people accept facts, it is not at all
apparent what policy decisions are being followed. For example, we accept informa-
tion because: 

1. It is provided by ”experts” (physicists, doctors, engineers, etc.) 

1. It is produced by a highly bureaucratized system with ”built-in” controls
(accounting systems, registration systems, etc.) 

1. It is such that no one feels inclined to disagree (current state of the weather,
existence of a fire or war, etc.).

In each of these instances, who is the master observer-of-the-subject? Who says that
the information of experts should be accepted? Who says that bureaucratic informa-
tion is reliable? Who says that facts that no one disputes are accurate? The answers
are readily at hand. The authority of the expert arises out of the recognition he has
gained from his peers. If you want to know whether Jones is an expert, ask Smith,
who is also an expert. The people, i.e., the “subjects” in our earlier terminology,
decide who these guardians of expertness really are. The authority of the bureaucra-
tized system arises out of the acceptance of the system by “auditors.” If you want to
know whether a company has kept its books correctly, ask an auditing firm to check
on their procedures. In the last case-universal agreement-the master observer-of-
the-subject seems to be a ”collective mind”-a mind that is ”more than” all the indi-
vidual subjects and that can pass judgment on what each individual says. 

The designer of inquiring systems is less interested in whether the master is the
expert, the auditor, or the collective mind than he is in the basic design principle that
justifies each of these choices. Why should Smith be accepted as an expert on the
expert advice of Jones? Why do we accept the findings of auditors, or let the collec-
tive mind dominate our notion of what is really happening? Perhaps some hint of the
answers to these questions can be found by examining a similar list where the sub-
ject does not recognize a master: 

1. In moral matters there are no experts 

1. In accounts of the saving of souls or the blessings conferred by philanthropy or
federal aid there are no auditors 
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1. On the true causes of war and poverty, there is no collective agreement. 

It is interesting to note that this second list seems far more important than the first.
The experts can tell us ”facts” but they can't tell us what our ultimate values should
be. The auditors can guarantee the statement of ”assets” of a company, but they can
tell us nothing about the social value of these assets. The collective mind can agree
that a calamity has occurred but can say nothing about why it occurred. 

The Subject As a Manager 

This comment on the second list suggests another basis for a policy of the subject
that will govern the master observer-of-the-subject: instead of mere blind willing-
ness, the subject should delegate authority whenever the net benefits warrant doing
so. The net benefits are made up of two components, the gross benefit of the policy
and the cost of carrying ”out the policy. Thus we would all like to check on the advice
of an expert, but it would cost us years of education and training to do so, and hence
the maximum net benefit accrues when we trust the experts. The experts may be
wrong on occasion, and this is added into the cost of the policy. Even so, the net ben-
efit may be maximal when we trust them. But on matters of ultimate value, the net
benefits are not maximized because the experts disagree or the subject does not
know how to identify an ”expert,” and thus the costs of trust are too high. Such a pol-
icy makes the subject a ”manager,” who permits the master observer to rule when-
ever the net benefits so decide. 

The net-benefit basis of information policy is what I have previously called the ”tele-
ological” approach to information because it emphasizes purpose (means and ends).
The teleological approach appears to reduce the alienation between observer and
observed. If the subject is forced or blindly willing to accept the facts about the world
because of the dicta of an observer-of-the-subject, the alienation is severe. But if it is
the subject after all who uses teleological considerations to appoint the master
observer-of-the-subject, then the alienation seems to disappear. The ”facts” are,
after all, the creations of the subject's own policy making. Thus when a simple sen-
tence of the form, ”This is green,” is stated, one subject may respond, ”Is it indeed?”
and the other may respond, ”So what?” The ”Is it indeed?” response is the response
of a blindly willing and alienated subject. Such an inquirer receives the offered piece
of information and stores it as a piece of information in the mosaic of bits of infor-
mation in its memory. It accepts the legislation of a master observer. On the other
hand, the response, ”So what?” albeit rude, seems to be a freeing response. Here the
subject is in no mood to receive unless the offered piece of information can be per-
ceived as useful in some plan of its operation. 

The Paradox of Teleological Information 

But it must be apparent that the teleological basis of information policy utterly fails
to solve the problem of authority, nor does it really remove the alienation of subject
and observer-of-the-subject. All it does is to suggest a new question: What are the
costs and benefits of trusting the master? Who establishes the evidence, pro and con,
for answering this question? 
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But how difficult a question is it? Are the facts fairly obvious, so that the collective
mind of agreement could be created to solve them? Consider a rather simple item of
information, e.g., information about a constraint on the behavior of the receiver. For
example, the information is in the form, ”There is a log across the road in front of
us.” If the subject is in the mood of ”So what?” he may very well drive on ahead and
pass over the rotten log without interruption of his normal course of action. In this
case the offered information is of no value whatsoever; indeed, it does not even stand
as a ”fact” in the receiver's world. In other words, in the case of the ”So what?” atti-
tude, something becomes information only because it can find a justifiable place in
the total scheme of the subject's activities in such away that its position in the total
scheme of things, as William James (1911) puts it, ”makes a difference” in what the
subject actually does. It begins to look as though the. question of net benefit even in
simple cases is not a very obvious one at all. 

In order to explore the net-benefit policy of information more precisely, we can dis-
cuss in more detail the illustration of non-separable systems in Chapter 3, the con-
trol of inventories. An inventory system is simply a system which stores items that
have use at various points of time. The reason for manufacturing and storing the
items ahead of time lies in the extreme inconvenience that may occur in trying to
create an item at exactly the point where the need arises. This is a familiar enough
situation to any householder who habitually stores various sorts of canned goods,
sugar, salt, and the like, thereby incurring an expenditure ahead of the actual occa-
sion of the need simply to avoid the enormous inconvenience of obtaining the items
from the store at exactly the times when they are needed. 

Now what is the relevant information that anyone who tries to set up an inventory
should have? Well, first of all, he should have some estimate of the inconvenience
that may be incurred when items from inventory are demanded and are not avail-
able. This will guide him in the relative importance of storing various types of mate-
rial in his inventory. Next, he should know how much it costs him in time and money
to procure items for inventory. Third, it would certainly be worthwhile if the person
controlling the inventory had some knowledge of when the needs were apt to arise.
This would enable him to plan his inventory storage policies over time in accordance
with these needs. Finally, the controller of inventory should have information about
the costs of holding items in inventory over long periods of time. For example, he
may find that certain items deteriorate, or that the purchase of an item ahead of time
prevents his making use of a more up-to-date item when the need really occurs. He
may also find that his capital is tied up in inventory and is not available for other
opportunities when they occur. In certain countries government taxation policies
will also impose penalties on him for holding items in inventory. 

There may be other types of information important to the holder of inventories. He
may wish to determine, for example, how long it takes to receive an item into inven-
tory once an order has been placed, and he may want to have some general informa-
tion about the quality of the items in inventory and whether they really meet the
requirements for the items when the needs occur. Suppose, however, we restrict our-
selves to the four elementary aspects mentioned above, namely, the cost of shortage
and of placing items in inventory, the demand for items from inventory, and the cost
of holding an item in inventory over a period of time. All of these are examples of
teleological information. 
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From the point of view of an inquiring system the problem now is to determine these
”basic” pieces of information. If we were to adopt a purely empiricist approach to the
problem, we would ask ourselves what we must observe in order to arrive at suitable
information concerning the four basic questions. What, for example, shall we
observe when we are asked, ”What does it cost to order and place an item in inven-
tory?” 

The natural reaction to this question would be to say that one should look at the past
history of the inventory system. What, in fact, has it cost in the past to place an order
and receive an item into inventory? We might therefore examine the activities of the
people who place the order and begin to add up the cost components in terms of
labor and materials required to initiate the order and to process it. We would do the
best we could to develop a careful description of the exact way in which orders are
placed and the kinds of controls that are imposed, and would try then to relate these
to actual cost output on the part of the entire system. In this regard, the inquiring
system would adopt an ”Is it indeed?” or passive role in its opposition to nature. A
state of nature would be a conjunction of assertions about how orders have been
placed as determined by an expert master observer. Similarly, we would try to deter-
mine what losses had occurred in the past as a result of shortage. 

In the same vein, if we were to tackle the problem of requirements from the demand
point of view, we would try to search through past records to determine at what par-
ticular points of time requests for items had been made, in what form they had come,
how large the quantities were, and so on. The ”objective” demand on inventory is
something that is told to the inquirer, who receives what is given, i.e., the data, in a
passive mode. 

Finally, turning to the question of the cost of holding items in inventory, we might
conduct a careful search of past records that give evidence concerning obsolescence,
deterioration, taxation, and the like. To estimate the cost of capital tied up in inven-
tory, we would try to estimate the extent of demand the inventory system places on
the available capital of the corporation or agency; we would then try to estimate the
actual ”lost opportunity” cost of this tie-up of capital. 

This ”Is it indeed?” approach to the inventory problem is the one most often fol-
lowed by operations researchers and others who try to assist management in the
control of inventories, but from the point of view of the designer, the whole proce-
dure seems very weak. For example, the particular inventory system may rely on a
certain resource of supply. This resource may require that a certain number of days'
notice be provided and that the inventory system must pay a certain penalty each
time an emergency order is placed, and so on. It would naturally occur to the
designer of the inventory system to ask whether or not the ”given” source for the
inventory is appropriate. Perhaps if the inventory system itself could control its own
source, a number of the penalties associated with replacing items in inventory would
not occur, and at least the total cost of placing regular orders and emergency orders
could be vastly reduced. 

If this were the case, it would be simply incorrect to say that the relevant information
about the cost of ordering and placing items in inventory is to be found in the prac-
tices of the existing resource agency. Anyone who confined his attention to this kind
of information would simply fail to acquire information, whatever ”data” he found. 
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In other words, if the assertion about the cost of placing orders is in the form, ”The
cost has been k dollars per order,” the assertion is not yet information; its opposition
to the purposive inquirer is quite different from its opposition to the mechanical
inquirer. In the case of the mechanical inquirer, the information will be received if it
is properly authorized; in the case of the teleological inquirer, it will be used if it fits
into a total plan of action. 

Or, again, in the case of the demand for items from inventory, the designer may find
that the person asking for items from inventory does so according to a certain conve-
nient pattern from his point of view, but has no real need for the item when the
requests are made. The designer may in fact discover that if the persons making the
requests are rewarded In certain ways, they can smooth out their requirement
schedule so as to avoid almost all of the emergency situations that have occurred in
the past. Thus, shortage costs and demand patterns are not passively received by the
designer. 

Finally, when we consider the problem of holding items in inventory, we may dis-
cover that in the past the organization has often failed to take advantage of opportu-
nities to use capital most profitably. In this case, descriptive sentences about past
opportunity policies would not constitute information about the cost of tied-up capi-
tal in view of the fact that were these policies improved, the actual costs of tying up
capital in inventory might be considerably greater than one would estimate from a
description of past behavior. 

All this amounts to saying that the inventory system is embedded in a much larger
system. The theme, of course, is merely an application of the theory of systems
developed in Chapter 3. An inventory system is a non-separable part of the rest of
the system, and ”information” about the characteristics of the inventory system from
the teleological point of view depends upon the way in which the total system is
viewed. The cost of ordering and placing an item in inventory is not an isolated
”piece” of information; a cost-datum contains within it a picture of, what the entire
system is like, just as do the requirement schedule and the costs of holding the items
in inventory. The inquirer cannot passively observe what the costs and requirements
of an inventory system are. He must infer what they are from a total picture of the
entire system in which the inventory system is embedded. Each cost factor in effect
is a mirror of the entire system: it reflects the way in which the entire system works
so as to generate a certain penalty associated with a given type of action that is
adopted by part of the system. Thus the sentence, ”The cost of doing x is k dollars,” is
an abbreviation of the sentence, ”The entire relevant system has such-and-such
properties among which is the cost of doing x.” 

To recapitulate, there are two radically different ways of defining ”observation.”
Mechanical observation is defined as a ”reaction” to a stimulus: an inquiring system
A ”observes” an object X if another inquirer B observes that A is ”reacting” in some
manner to X. The reaction may be the flash of a neuron or the flick of an eye or a spo-
ken word or a string of symbols. Once the observer-of-the-subject observes the com-
pleted process of stimulus and response, then for him the subject has ”observed.” To
know that a subject has observed ”objectively,” we need the authority of a master
observer-of-the-subject. Teleological observation, on the other hand, is a way of
observing the world so that the resulting information is useful to a purposive being.
To know that a subject has observed ”objectively” we need to know the total system
in which the subject acts. We can justify the appointment of the master observer-of-
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the-subject by means of a teleological argument, i.e., the master is the appointed ser-
vant of the teleological subject. But this justification simply complicates the relation-
ship because the subject cannot decide without teleological information, and yet he
cannot acquire objective teleological information without knowing the whole sys-
tem. 

The Search for Objectivity: Infinite Regress or 
Vicious Circle? 

The pathway to objectivity seems to be either an infinite regress or a vicious circle. It
would be an infinite regress if the designer were always to evoke a new master
ol>server to legislate over the old master and his subject (”Jones is an expert
because Smith says he is, and Smith is an expert on Jones' expertness because
Brown says he is and...”). It would be a vicious circle if the designer were to permit
the subject to appoint the master and the master to appoint the subject (”Jones is an
expert because Smith says he is, and Smith is an expert because Jones vouches for
him.”). 

It is interesting to note that the regress is merely called infinite, while the circle is
called vicious, even though the circle appears to be the more innocuous of the two.
From now on, these two characters will play their role in the design of inquiring sys-
tems; the problem is either to design a regress of inquirers that will somehow collec-
tively approximate objectivity, or to create a circle that is not vicious. In effect, the
Lockean community is an attempt to build a non-vicious circle, because each mem-
ber's objectivity is guaranteed by the agreement of everyone else. In political
designs, Locke's is a system of ”checks and balances,” but as in the case of the Lock-
ean community, it is not apparent why agreements of the interested parties consti-
tute the objectivity of their beliefs. 

Information and Weltanschauungen 

For the present, we turn our attention to the possibility of designing an infinite
regress of inquirers that stands for more than a simple and dull” A is right because B
says so, B is right because C says so, etc.” A teleological inquiring system wishes to
know whether apiece of information is correct. In order to decide on this matter, it
creates an image of its world-a Weltanschauung-that provides one picture of the
inquirer's alternative actions and hence the relevance of the information and the way
it should be used. For example, the inquirer wants to travel. from X to Y. One
Weltanschauung says that there are four means of travel, and provides the times and
costs of each. On this basis, the inquirer selects the conveyance requiring minimum
time and cost. Convenience and safety, according to this Weltanschauung, are irrele-
vant, i.e., no matter how risky the travel, the ”optimal” conveyance remains the
same. Another Weltanschauung may say that the ”real” objective of the inquirer is
not to travel, but to communicate with a distant colleague. The picture of the set of
alternative actions shifts, and the interpretation of the ”data” of the first Weltan-
schauung becomes quite different. The ”cost” of travel must now include lost oppor-
tunities of the inquirer to use the travel time for other purposes. 
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Hence in the teleological theory of information, the sentence, ”X is a piece of infor-
mation,” is valid only when embedded in a certain Weltanschauung, i.e., way of
viewing the entire system. It follows that an inquirer attains objective information
only if he chooses the correct Weltanschauung. But this conclusion seems to leave
the whole problem of design up in the air, for where is the master observer who can
accurately determine the characteristics of the relevant world of the decision maker? 

The Hegelian Dialectic 

The historical solution to this question was first suggested by Kant and later elabo-
rated by the post-Kantian German philosophers, and especially Hegel. In the ”Tran-
scendental Dialectic” of his first Critique, Kant considers some classical hypotheses
about the origin of the universe, its boundaries, and the immortality of the soul and
its freedom. He presents side by side two equally compelling arguments, each based
on all the facts and reasons his ingenious mind could find. One argument shows con-
vincingly that the world could have had no beginning in time, while the other shows
with equal conviction that it must have had a beginning. In the same vein, one argu-
ment rationally proves that the world is bounded, and the ”antithetical” argument
demonstrates that it is not; the thesis proves the immortality of the soul, the antithe-
sis proves the mortality; the thesis proves that the will is free, the antithesis that it is
not. The point of all these exercises is to establish Kant's grander ”synthesis”-that
unconstrained reason leads to contradictory conclusions because it is permitted to
go beyond its proper use as a coordinator of sensuous inputs into the inquiring sys-
tem. 

In Hegel the Kantian design is made more explicit. First, the inquirer must be
endowed with a richness of experience. In Hegel's philosophy, this meant exposure
of the mind to a vast array of psychic events, in literature, history, philosophy, and
science. In the more mundane approach to the design of inquiring systems, the
requirement might be interpreted as a loading of ”information” in the mechanical
sense discussed above, where an attempt is made to acquire as broad a sweep of the
”data” as possible. The same idea is familiar to anyone who has tried to study organi-
zations with a view to improving them; the first few months may be spent in ”looking
at and listening to” as many aspects as possible. 

Next, the inquirer must generate a conviction about some fundamental thesis; it
must have the capability of believing wholeheartedly that a certain point of view is
correct. For Hegel, this conviction must be rooted in a strong feeling as well as the
kind of logical demonstration Kant provides in the ”Transcendental Dialectic.” It is
essential for Hegel that the inquirer live its conviction as well as think it because the
conviction for Hegel is a stage in the psychic development of the inquiring mind. 

It goes without saying that this requirement is vague from the point of view of a
thinking-type designer who wants his requirements to be explicit. A formal approxi-
mation to the ”living reality” that Hegel talks about might be accomplished as fol-
lows: 

The designer undertakes to construct a ”case” for a point of view, in effect a defense
of a thesis ”A.” The design of the case for A constructs a Weltanschauung in such a
way that the wealth of ”information” in the inquirer's data bank is interpreted by
means of the Weltanschauung to support thesis A over all other possibilities. 
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What the designer tries to do is to reverse the usual design procedure of data-to-
model-to-optimal. Instead, he starts with the optimality of a policy as a ”datum ” and
then constructs a view of the world in which certain data become relevant (informa-
tion), other data become irrelevant (non-information), and the relevant data plus
the plausible world view maximally support policy A. In other words, he proceeds
from optimal to model to data. The formalization of this design procedure can be
sketched as follows. The inquirer has a data bank of elements, d1, d2,... dn. The ele-
ments of the data bank are symbols or various kinds. They may be numbers, graphs,
mathematical equations, reports, etc. In the example of the inventory problem, they
would be the collection of all the things that the operations research team has heard
about costs, products, personnel, profits, etc. No ”datum” by itself has any epistemo-
logical status, i.e., it does not say anything about the world. 

The inquiring system also has a set of formal models which can each be interpreted
as a description of the ”whole system,” W1, W2,... Wn, and the interpretations of
which are non-identical. Any datum d1 conjoined to a Weltanschauung Wj implies
one or more items of information. An item of information does have epistemological
status, i.e., is teleologically meaningful. In other words, an item of information has
the property that it can be used as evidence relative to a thesis A. The thesis A is an
assertion not contained in either the information or the Weltanschauung. By ”use as
evidence” is meant that the item of information lends a certain positive, zero, or neg-
ative credence to the thesis (as opposed to an item that is couched in a symbolism
that has no meaning relative to the thesis). 

The formal design of Hegel's “living conviction” is to select a Weltanschauung that
maximizes the credence in the thesis A, i.e., a W., which when conjoined with each of
the elements of the data bank produces an information set that maximizes the evi-
dence for A. In plainer language, the inquirer sets about showing that there is a way
to look at reality so that the data can be interpreted to support the thesis. In this
account of the Hegelian design, it is not clear where the thesis comes from. How
does a person acquire a conviction, or how does the inquiring system select the the-
sis whose credence is to be maximized? 

Leaving this question unanswered for the moment, we introduce the next character
in Hegel's drama. This is an observer-of-the-subject, who looks on the act of per-
sonal conviction “objectively.” He says, “I see that this mind is utterly convinced that
thesis A is true; I wonder why.” The spirit of this observer is in opposition to the sub-
ject. Its ”I wonder why” is the “So what?” mentioned earlier. The opposing mind is in
the mood of ”I wonder why another conviction wouldn't do just as well.” In order to
observe the subject, the other mind conceives another conviction and asks what it
would be like to be equally convinced of this “antithesis.” Such is the manner in
which one Hegelian mind observes another: in the mood of opposition. 

Now in Kant's ”Transcendental Dialectic,” the antithesis was found in a straightfor-
ward logical manner. If the thesis is, “The world had a beginning in time,” the antith-
esis is, “The world had no beginning in time.” A classical logician would want to say
that either the thesis or the antithesis is true; Kant argued that both are epistemolog-
ically unprovable, and that the only “truth” to be found is that they both try to extend
reason beyond its proper domain. In Hegel, on the other hand, the antithesis is not
the contradictory of the thesis, but rather its deadliest enemy. It is an anti-conviction
of forcefulness at least as great as the conviction. The “deadliest enemy” concept is
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found most clearly in politics. The deadliest enemy of democracy is not nondemoc-
racy, but a very explicit and detailed political design called the Communist Party.

Now the very effort to maintain one's conviction in the thesis generates opportunity
for the deadliest enemy. The effort to preserve democracy leads to wire-tapping and
secrecy, in fact to nondemocratic policies. If a nation as a whole is convinced that
dictatorship is correct, its very conviction will breed revolution. The observer-of-the-
subject is not a dispassionate ”other mind”; it is passionately dedicated to destruc-
tion of the subject's conviction. The very activity of observing the subject creates a
mood of opposition. 

If we try to design this very living drama of conflict into the inquiring system, it is
not clear how we can capture its life. Following the more or less deadpan approach to
the design of conviction given above, we can set down the requirement that the
antithesis B be so selected that of all alternative countertheses to A, B has maximum
credence. This means that there exists a Weltanschauung W which, when conjoined
with the data, maximizes the evidence for B, and the maximum ”score” for B exceeds
that attained by any other counterthesis and its maximizing W. 

Evidently, the meaning of this design conviction (thesis) and counter-conviction
(antithesis) depends on the set of data, the set of Weltanschauungen, the meaning of
”conjoining data to a Weltanschauung,” and the measure of credence, all of which
are vague at this stage. But the basic design idea needs to be explored before the for-
mal details can be made more precise. 

It will be noted that in the dialectical design described above the thesis and antithe-
sis have the same status. The antithesis is built out of the thesis by the building
blocks of the data and the Weltanschauungen; but the thesis could just as easily have
been built out of the antithesis. Hence we miss that aspect of the Hegelian picture in
which the antithesis looks upon the thesis that generated it in away that is different
from the attitude of the thesis. The revolutionary looks down upon the reactionary.
The reactionary in his conviction can only think that the revolutionary is crazy or
criminal; he must utterly reject him as an unnatural evil or a meaningless mind. But
the revolutionary understands the nature of the reactionary full well; for him the
reactionary's conviction is based on a natural selfish greed and hypocrisy. As at other
points in this chapter, e.g., personal vs. community knowledge, we see that the
design does not seem capable of representing the living idea of the philosopher. 

In the fourth act of the Hegelian drama another type of observer-of-the-subject
enters, who observes not the conviction but the opposition. He is a quite different
observer-of-the-subject because he tries to see how the opposition arises out of the
particular kinds of minds that clash in their convictions. But he is no compromiser of
the bargaining sort that one finds in labor and international disputes. He is also in
opposition, an opposition to the very nature of the conflict, and he does not seek to
deal out rewards that will keep all parties reasonably content. Instead, he builds a
new world view in which the nature of the conflict is understandable, but which
shows that at a higher level the conflict is merely one aspect of reality and not the
critical aspect. The conflict in fact is devoured by the higher-Ievel Weltanschauung.
Further, the very act of creating such a world view in which the observer can observe
the conflict also creates a strong conviction about its truth. It is a very common expe-
rience that is being portrayed here. The mother sees her two young sons quarreling
over who should play with a toy; she changes their environment to the playground
and the conflict becomes absorbed into a larger view of the world. But also the
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mother knows she is right to have stopped the squabble, because the very stopping of
it convinces her she is right. 

Now we can see the origin of the conviction in the thesis: it arose because the thesis
was a larger view of some other conflict, and just because it was a larger view, it cre-
ated the mood of conviction. There is nobody who feels more right than the person
who can see that an argument is based on a narrow view of reality and that he holds
a broader perspective. For the first time in our story, there is also a loss of serious-
ness and the gain of a bit of humor in this episode of inquiry. The ”bigger” mind that
”objectively” views the conflict runs the risk of being silly, of concocting a large but
ridiculous world view. A ”bigger” mind observing an international dispute may ”see”
that it is brought about by hidden forces from other planets, or an imperialist plot of
Wall Street, or a communist plan of world domination. To be taken seriously, the
bigger mind must somehow get somewhere ”beyond” the opposition of convictions
of the thesis and antithesis. What this ”beyond” means is part of Hegel's master plan,
which is an epic of the development of mind up to the stage of Absolute Mind. The
bigger mind goes ”beyond” the conflict when its episode fits into the larger epic.
What later philosophy resents about some of Hegel's writings is the implicit assump-
tion that he knew the epic beforehand, and thus forced the story of mind into a pre-
conceived pattern. The mind that knows the whole epic must be the supreme
objective mind we have been seeking in this chapter, and hence the designer needs
to know the method by which such a mind wrote Hegel's story. Of course, Hegel
himself tried to say that the epic's story was inevitable, but even so he fails to tell us
how he knows this, or how he happened to come upon the correct form of the epic.
In fact, Hegel fails to sweep his own mind into the story, even though his must be the
most objective of all if he is right. Of course, similar remarks could be made about all
the philosophers we have discussed so far; none of them is able to use his philosophy
of design to account for his own mind's capability of designing. 

The ”bigger” mind that observes the conflict is often called the ”synthesis,” a term
that only weakly describes the power Hegel intended to ascribe to it. Possibly the
dignity we normally perceive in the role of a ”legal judge permits us to call this bigger
mind a judging mind, and its activity ”judgment.” Other labels will occur to us as the
subsequent argument unfolds. 

Can we design judgment in the inquiring system? Again the explicit design will
threaten the life of the dialectic as it goes about its task of being explicit. The next
chapters will explore the explicit design question in some detail. The general idea is
to design the class of models (Weltanschauungen) in such a way that each model can
be expanded into a more general model, or else can be made more refined by intro-
ducing finer distinctions. The straight-faced inquiring system that has created a the-
sis and an antithesis in the manner described above now searches for an expanded
Weltanschauung which, when conjoined with the data, makes both the thesis and
the antithesis maximally irrelevant in the teleological sense. Neither is important
relative to the broader objectives of the inquirer. Simultaneously, the broader and/
or deeper Weltanschauung maximizes the credence of the ”super-proposal” or syn-
thesis. The inquirer can also work on the data bank, either expanding it or making it
more precise, and search for the optimal change in the data bank that will maximize
the irrelevance of the thesis and antithesis and maximize the credence in the synthe-
sis. 
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As we shall see, the entire process leads to ever expanding and ever more refined
models. If the search process ”converges” in some sense, then the ”limit” might be
regarded as an objective description of reality. Why it should be so regarded is not
clear from Hegel's system alone, but the idea seems to be that an approach to reality
based on the most forceful arguments and counter-arguments at each stage must in
the end have eliminated every conceivable ground for doubt. The world will have
been examined from every possible point of view-i.e., “objectively.” 

Critique of the Hegelian Design 

And yet there is much to make us question this design of an inquirer. We could-and
will-ask why the process should lead anywhere but down blind and narrow alleys,
unless there is a guide who has superior vision over the maze. The mere opposition
of thesis and antithesis does not mean that the perspective of the inquirer is broad.
This objection might be met in part by requiring that the expanded Weltanschauung
of the ”synthesis” be a different representation of reality in the sense of the last chap-
ter, but even so, how do we tell whether the set of representations is free of built-in
bias? 

But there is a still more serious criticism of an opposite kind: Hegel's process of
learning one's own mind belongs to a leisure class, where time and cost are of no
concern. If in order to attain an objective viewpoint one must search all the ramifica-
tions of mind, then objectivity is a costly and time-consuming commodity; partial
objectivity might be far better. Indeed, if time and cost are relevant considerations,
then a mind that does not go ”all the way,” but instead properly balances the risks of
bias against the costs, is more objective than the thoroughgoing but lavish mind. 

Consider, for example, the plight of the ordinary but extraordinarily curious citizen
of today. In addition to being well informed in his own business, he is called upon to
vote on a plethora of issues concerning the world, the nation, the state, and the city.
If he is to be a well-informed voter, he must be ”fully” informed about world poverty
and international politics, national economics and regional development, city traffic
and educational planning. Yet one must spend a lifetime to understand anyone of
these topics well. The problem, then, is not, ”How does the public become well
informed?” but rather, ”Given so much time that can be spent on any issue, what is
the optimal display that can be presented to the citizen?” In the Leibnizian inquirer,
the display consists of a stream of sentences (or charts), some of which may be true,
others false, others irrelevant. The citizens' problem is to put together several consis-
tent stories and then, as the data flow increases, to converge on one story that seems
to hold together in the best manner. 

The Lockean inquirer displays the ”fundamental” data that all experts agree are
accurate and relevant, and then builds a consistent story out of these. The Kantian
inquirer displays the same story from different points of view, emphasizing thereby
that what is put into the story by the internal mode of representation is not given
from the outside. But the Hegelian inquirer, using the same data, tells two stories,
one supporting the most prominent policy on one side, the other supporting the
most prominent policy on the other side. The teleological issue is: Which method of
telling the story will produce the optimally informed citizen when each is con-
strained by the same cost and time resources? The even broader issue of the well-
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informed public is to determine the optimal time and effort to be put into the opti-
mal mode of displaying information to decision makers. 

We are far from finding any satisfactory basis for even discussing this very general
problem of teleological information. It is a problem as general as the problem of the
whole system. The inclination of the thinking mind is to break the problem down
into manageable parts, i.e., to classify its many components and precisely define
each part. He believes that the story that unfolds can then be put together, piece by
piece, into a consistent framework. 

Hegel's basic theme is anti-thinking in this sense: he challenges the designer to give
up the explicit. Hegelian storytelling is frustrating for the logical mind. Where does
the thesis come from? It is a created episode, terribly exciting, carrying its own com-
mitment. But the 'truth of the matter” is that the thesis is only one of a large set of
alternatives that are ”mapped” in some ”decision-making space.” No element of this
space need be any more prominent than any other; how did the thesis come to be
called out to play its dominating role? And what process generates the antithesis?
Why the sacred number two? Surely there could be three or more competing propos-
als, as there are often three or more political parties. Finally, hardest to understand,
is this mysterious synthesis, the master observer-of-the-subject who stalks on stage
unannounced. If we could have announced him beforehand-if we could have made
the conditions of his entry explicit-we could have saved all the bother of the tragi-
comedy of the thesis and antithesis. Indeed, once we become explicit about this mas-
ter observer, the squabble between the lowlier commitments is ridiculous, frivolous,
at best sadly humorous. Yet Hegel tells us the synthesis does not exist without the
prior conflict: ideas are generated out of opposition.

The Storytelling Inquirer 

The Hegelian inquirer is a storyteller, and Hegel's thesis is that the best inquiry is the
inquiry that produces stories. The underlying life of a story is its drama, not its
”accuracy.” Drama has the logical characteristics of a flow of events in which each
subsequent event partially contradicts what went before; there is nothing duller than
a thoroughly consistent story. Drama is the interplay of the tragic and the comic; its
blood is conviction, and its blood pressure is antagonism. It prohibits sterile classifi-
cation. It is above all implicit; it uses the explicit only to emphasize the implicit. 

But is storytelling science? Does a system designed to tell stories well also produce
knowledge? Or can such a system be ”designed”? Or is the storyteller ever a ”sys-
tem”? 

We would give up entirely too much if we now gave up the explicit as a criterion of
design. There is no reason as yet to declare once and for all that drama is essentially
implicit, or that objective storytelling cannot be explicitly designed. 

We should note in closing the most uncritical aspect of Hegel's storytelling, which
flavors his whole theory of mind, namely, that the story has some point to it. The
point in Hegel's case was the creation by this process of an Absolute Mind. The point
is also represented in that greatest myth the nineteenth-century intellectual devel-
oped: progress. Progress is the story of mankind; men will push back step by step the
domain of the unknown, ever reducing the uncertain decimal place to a certainty,
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ever rubbing out ignorance and superstition. Men will gradually increase the great-
est good of the greatest number, eliminate poverty, drudgery, disease, unhappiness. 

There must be away to make explicit the progress that underlies the Hegelian story
of mind. And, indeed, the way seems already at hand in the infinite regress of
observing minds. In the words of E. A. Singer: 

Suppose one were to maintain that the method of distinguishing between 

the ”appearances” and ”that which appears” was one that defined and 

made attainable a ”real” for every ”appearing,” only that this ”real” was no 

less an ”appearing” pointed to a ”more real” and so on ad infinitum. Here 

is no longer a circle but a progress, and if one defines the goal of this 

progress as an ”ideal” it is none the less true that only a progress can 

define a real ideal. And it is only in the possibility of progress that one can 

be interested. (Singer,1924)

Appendix 

A SKETCH OF AN EXPLICIT HEGELIAN INQUIRING SYS-
TEM 

Let D be a set of ”data,” d1, d2,... dk. 

Let W be a set of models (Weltanschauungen), W1, W2,... Wn. 

Let X be an operator conjoining an element of D with an element of W, such that for
every d1 in D and every W1 in W there exists one and only one element of a set I. In
other words, X maps elements of D for a given W onto a set I in a many-one corre-
spondence (there may be several pairs that map onto the same elements of I). The
set I is called the ”information set” of a given W and the operator X is called the
interpretative operator. Thus for each element of W there corresponds an informa-
tion set, represented by I (W). 

T is a set of ”theses,” i.e., nonanalytic sentences stating something about the world,
such that no element of T implies or is implied by any element of D, W, or I. 

C is a two-place function that transforms T and any I (W) into elements of the real
number system. C is the ”degree of credence” in T given the information contained in
I (W). Hence for each I (W) there will correspond a credence measure for T: C[T, I
(W) ]. This represents the credence of a thesis given that the world is accurately
described by W. 

The maximal element of W relative to thesis A of T is that of WoA which maximizes
the credence of A over an elements of D; i.e., WoA. = maxj [C(A,I(Wj)]. 

The antithesis, B, is an element of T which can be given maximal credence in terms
of some world view and the set of data. Thus the antithesis is that T0 of T is satisfy-
ing: T0 = maxk [maxj [C(Tk,I(Wv)] for all Tk _ A. 
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In the case of the synthesis, we introduce an operator which ”expands” each world
view, i.e., maps W onto a new set W'. Similarly, we need an operator that maps D
into an ”expanded” data set, D', and T into an expanded set of proposals T'. The syn-
thesis is that element of T' whose maximizing W of W' minimizes the credence in
both the thesis and the antithesis.
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THE HEGELIAN INQUIRER 
ILLUSTRATED: DIALECTICAL 

PLANNING 

This book contains three stories to supplement its discussion of design: the organic
chemist (Chapter 4), the implementer (Chapter 12), and here the dialectician. In the
story of the implementer I'll have some things to say about the story writer that are
also relevant here and in the earlier chapter. 

This particular story is an attempt to design a dialectical experience. It was moti-
vated by a discussion a number of us1 had attended in Berlin, in which the theme of
the well-informed public had played a prominent role. Some of those attending the
meeting felt that the main problem of designing a public information system is to
bring the public's information up to their own in quality and quantity. We, on the
other hand, were trying our best to contrast this more or less Lockean notion of
information with the dialectical. Our argument was that there is a critical aspect of
public policy which no one ”knows.” It is the Weltanschauung of the whole relevant
system. As is usual in meetings of that sort, we made no impression on our enemies,
but we impressed each other enormously, and decided we would try together to
design our point of view into something specific.

Several of us were working on national policies for the support of research and
development. Although this problem of public policy has not been dramatized in the
media to the extent that many others have, it is one of considerable importance to
both the developed and developing nations. In the United States in 1966, the total
federal expenditure for research and development was estimated to be around $16
billion. But the amount is less significant than the allocation. About 90 percent of
the funds were allocated to DOD (Department of Defense), NASA (National Aero-
nautics and Space Administration), and AEC (Atomic Energy Commission). This
was during a time when the nation was becoming critically aware of its poverty prob-
lems, urban sprawl, educational burden, air and water pollution, and the spreading
of revolution and dissent. It is of course incorrect to put DOD-NASA-AEC under one
umbrella, but certainly the major thrust of all three is the national defense and the
nation's leadership role in the world. One might imagine the nation as a person with
strong leadership tendencies who was only mildly interested in his own personal
weaknesses. 

The policy problem is most vividly portrayed in the funding policies of specific
projects. Everyone in Washington seemed to realize that if we were going to do
research on how to get a man on the moon, or develop a Supersonic transport, we
would have to spend billions of dollars. But if we wanted to do research on crime,

1.  Helmut Krauch and Horst Rittel of the Studiengruppe fUr Systemforschung, Heidel-

berg, and myself. Later on, the group was supplemented by Mrs. Marie Krauch, Barbara Kohler 

Peters of Heidelberg, R. M. Mason, Van Maren King, and Hilda Carmichael of Berkeley.
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sanitation, transportation, or information for a state of the union, the price tag is
$100,0001. 

Now there is a good reason (Weltanschauung) for being far more interested in
defending oneself than in other human functions; it is the fear of an enemy who
threatens to learn enough to break through our defenses. So the status quo policy
(90 percent to DOD-NASA-AEC, 10 percent to the rest) depends on a world view
(thesis). Indeed, it was not difficult to find a world view that satisfied the following
conditions: (1) it is plausible, (2) it is dramatic, and (3) along with a set of data, it
establishes the status quo policy as the best policy for the nation to follow. This is the
view, expressed in a number of speeches of that time. It says that the communist
nations wish to dominate the world, by military means if necessary; that no amount
of negotiation will change their ambition. Hence these aggressor nations are to be
treated in much the same manner as any infestation, of germ or insect, say. If there
is a good possibility that the bug will become immune to our defenses, then we must
pour money into research to overcome its immunity, else we'll be destroyed. 

But there is also a reason why the status quo policy is seriously wrong. This reason is
also (1) plausible, (2) dramatic, and (3) along with the same set of data, establishes
an entirely different policy as the best policy. Here a number of Weltanschauungen
are available, but if we follow the speeches of the doves relative to the Vietnam war,
we can piece together a world view that satisfies the criteria. It says that the critical
feature of the world today is deprivation, economic and social. Not only are people
deprived of food, shelter, education, etc., but through expanding communication
(especially radio) they have become vividly aware of the fact that there are others
who live in affluence. Also, there is no good reason why half the world should be
deprived and half affluent. Obviously, the discontent arising from this irrationality
creates revolution. We, the United States, being the most affluent nation, should
devote our resources to overcoming the inequities; part of this effort will be research
into new forms of health care, nutrition, distribution, education, further under-
standing of cultural differences, and so forth. Once the inequities have been reduced,
then communism will lack the nourishment of discontent and will die on the vine.
This second world view implies a ”reversal policy,” in which funds for defense
research are held at a minimum to protect us while we begin to solve the economic
and social problems. 

It is important to note that the two policies and their associated W's are ”contraries”
in a logical sense: they cannot both be true, but they may both be false. There are
many other policies the United States could adopt: reduced funding of research, iso-
lationism, and so forth. But the dialectic is not an argument to establish the optimal-
ity of one among a set of plausible alternatives; rather, it is an argument which is
designed to create a richer synthesis by revealing the underlying assumptions. 

We designed the dialectic very carefully as follows. First a ”data bank” was con-
structed. It contained statistics on the arms race, the race to produce engineers,
Gross National Product (GNP) for several nations, military expenditures of these
nations, and so forth. Since the dialectic uses mood as well as logical argument, we
designed cartoons relevant to the military build-up, future urban living, and so on. 

1.  The amount offered for bids by the aerospace companies of California for studies of 

these problems in California, using the so-called systems approach. See Hoos (1969 and 1970).
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In the dialectical presentation, the first speaker (the “hawk”) presents a datum (say
the arms race), molds it into information with his W (“see how the USSR tries to out-
run us in the arms race despite our efforts to reduce nuclear armaments through
negotiation ”), and thus argues for the status quo. The second speaker (the “dove”)
takes the same datum (arms race), but molds it into a different information through
his W (”the USA frightens the communist nations by being the first to explode the
atomic bomb, build the H-bomb, etc.”) and thus argues for his ”reversal” policy. He
(the dove) then selects another datum (e.g., GNP vs. military expenditures) and
shows how nations like Japan and West Germany have a higher growth rate of GNP
than the United States, but a very low military budget, and this shows how economic
growth is fostered by reduced military expenditures. The hawk takes the same
datum, points out that Japan and West Germany would long since have been over-
run by communism were it not for United States arms, and therefore... Even the
same cartoon is used to portray two different interpretations: a particularly hideous
scene of homes made out of old rockets is either the future world under communism,
or the world after the nuclear holocaust. 

The medium for the presentation was the radio. On three successive weeks, the sta-
tion presented the problem of United States' federal expenditures for research and
development in three ways. The first was a straightforward discussion by a supposed
expert, who had used other experts on communism, economics, nutrition, etc., to
mold a sort of Lockean agreement on the best policy, much along the lines of presi-
dential commissions. The second was a ”debate” in which the debaters used different
data. The third was a dialectic, designed as described above, in which both sides
used the same data. Listeners were supplied ahead of time with a description of the
policy issue, the data bank, and the cartoons. They were invited to send in their reac-
tions, which included their assessment of the presentation, which presentation best
revealed the. underlying assumptions, and so on. 

Inquiring systems with a strong bias for ”unbiased” statistics will find it easy to criti-
cize the experiment. The audience tended to be young intellectuals liberal to radical
in their political attitudes (as we found from their questionnaires). The experiment-
ers on the whole were frankly biased against the status quo policy (of course, they
had to have some opinion). Since this experiment was a social reality, it was non-
separable from other social realities. After the three presentations were made, the
radio station held a half-hour ”phone-in,” when the audience could raise questions
and make comments. Because we had announced that the research was supported in
part by the National Aeronautics and Space Administration, a number of the listen-
ers were convinced that the whole program was a plot on the part of NASA to brain-
wash the public. Their Weltanschauung says that social science has sold out to big
government, and uses its so-called ”objective” approach to help government inter-
fere with individuals and their lives. We had designed a dialectic within a dialectic. 

Naturally we could not completely avoid our own academic training and were com-
pelled to test our ideas in the more rigid environment of an ”experiment.” Essen-
tially the same format was used, except that each subject was exposed to only one
”treatment,” and there was a ”control group” which spent the half hour listening to
music. Before the presentations (or music) the subjects read about the policy issue,
looked at the data and the cartoons, and then wrote a one-page statement of their
opinion, with brief arguments in its defense. After the presentations, they again
wrote a statement of their (perhaps revised) opinions. All statements were scram-
bled and then ”graded” by an independent group, to determine whether the after-
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presentation statements were statistically better than the before, as graded by the
judges (who were given certain criteria like awareness of underlying assumptions).
The subjects also indicated their reactions to the speakers' statements during the
presentations on an approval-disapproval scale. 

If one wished to play the esoteric game, he would find some fascinating and perhaps
unsolvable problems in analyzing the data of such an experiment. But the major
result does not require any depth analysis: the dialectical process cannot be success-
fully isolated from other aspects of living. If one tries to distill it out in an experi-
ment, it becomes more or less meaningless. One might just as well remind the
subject that there are hidden assumptions. One expects to create a kind of mental
shock when the subject realizes that the same datum can be used to defend opposing
policies; but the shock comes forcibly only if he is busily engaged with handling all
kinds of information in a real social environment. 

The impossibility of isolating the dialectic process was brought home forcibly in a
subsequent study (Mason, 1968). A subsidiary of a large company had developed a
long-range plan to meet the company's policy of return on investment and other
goals. The subsidiary produced and sold apart of a larger piece of manufacturing
equipment. The planners argued that the industrial market for this part was limited,
as were the opportunities for an increased market share. They documented both
points by a set of ”facts.” But the international market was far more promising, espe-
cially in certain developing countries. Hence the plan called for acquisitions and
mergers in other countries. After considerable consultation with the managers,
Mason saw that one could adopt a very plausible counter-Weltanschauung, an alter-
native ”world of the business.” For the part to work well in the total piece of equip-
ment, considerable engineering analysis was required. In fact, many of the
company's engineers claimed that the ability to sell the part rested primarily on the
ability to perforn1 this analysis. Hence, ”in reality” the subsidiary was in the business
of engineering services, the product being a means for selling these services. ”In
fact,” once one perceives that the business is ”really” engineering service, then the
domestic market looks very promising, and the risks of international operations are
avoided. 

If the test of the success of this study was the amount of attention it created on the
part of. management, it succeeded admirably. ”In fact,” it could be regarded as creat-
ing a political environment, one party being the product-oriented salesmen, the
other the engineers. 

But it seems at least plausible to argue that the ”verification” of a research project of
the dialectical inquirer is not the establishment of a solution, but the creation of a
more knowledgeable political process in which the opposing parties are more fully
aware of each other's Weltanschauungen and the role of data in the battle for power.
This argument is plausible if one accepts the world view that through the conflict of
ideas comes greater enlightenment, a world view which must have its own deadly
enemy, of course. 
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SINGERIAN INQUIRING SYSTEMS: 
PROGRESS 

Metrology 

The last two chapters represent a style of inquiry which its admirers would
describe as soaring and to which its detractors would confer the B.S. degree. It
is time for a shift in style to the more precise and explicit although, as we shall
see, it is impossible to keep the vague and implicit out of the inquiring system. 

The discussion of the Hegelian inquiring system ended with Hegel's optimism,
the promise that the movement from thesis-antithesis to synthesis is a soaring
to greater heights, to self-awareness, more complete-. ness, betterment,
progress. We now need to see if this optimism can be defended and defined. 

Our resource will be E. A. Singer, Jr., and specifically his Experience and
Reflection. Singer chose as his starting point metrology, a science which has
been remarkably neglected by philosophers. Metrology is the science of mea-
surement. Now philosophers have shown an interest in the formal language of
measurement (transitivity, asymmetry, etc.), but language is only a part of the
story. The really fascinating aspect of metrology from a philosophical point of
view is the operational design of measurement, i.e., the steps that must be per-
formed to produce measurements, and the justification that the produced read-
ings accurately describe some aspect of reality. 

Standards and Units 

To design an inquiring system which measures, two initial decisions must be
made: the unit and the standard. The unit appears to be ”arbitrary,” while the
standard is not. As in all systems design, however, the distinction between arbi-
trary and non-arbitrary is itself a non-arbitrary strategic decision. 

Suppose we use two examples to aid us in trying to design a measuring system,
one physical, the other social. I want to measure the width - and depth of an
alcove wherein to place my desk so that I can measure my annual net income
for the Internal Revenue Service. I go in search of my measuring tape (which is
not where it's supposed to be, of course!), and with it in hand I compare the
boundaries of the alcove with the numbered marks on the tape, and using a bit
of simple arithmetic, I write down some numbers on a slip of paper. I've chosen
to read these to the nearest quarter inch. Not wishing to go through the bother-
some business of returning the desk to the furniture store because I miscalcu-
lated, I try two or three times with different markers, or perhaps I ask my wife
to measure as well. With the desk in place, I sit and consult various records of
income and expenses, using the appropriate governmental forms, and finally
arrive at a net income figure expressed to the nearest dollar. 

From these two homely examples, the shape of the measuring system emerges.
The set of components for the length system include at least these: a rule-gen-
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erating system, which specifies the steps to be followed, a tape manufacturer, a
visual system capable of following the specified rules and thereby making com-
parisons and transforming these into numbers, and a second visual system
capable of checking the first. But what is most relevant about the example is the
very strong assumption that the furniture store, which presumably measured
the desk for me, has very much the same system, so that their numbers and
mine must agree, at least within the quarter-inch requirement. Indeed, the
interesting point is that there exists a system Q f measuring lengths, available
to anyone who can acquire a ruler or tape, which is thoroughly reliable within,
say, an eighth or sixteenth of an inch. What is the design of such a measuring
system? 

We can readily see that the basis of the design is a Lockean community. It is
interesting to note that the creation of such a community is no simple social
task. In the history of the United States there was a time when an inch was not
an inch or a pound a pound. It took considerable legislation, together with the
formation of the Coast and Geodetic Survey and eventually the National
Bureau of Standards, to bring about sufficient agreement among various sec-
tors of the public. Even today, the numbers appearing on food packages do not
necessarily represent a reliable agreement.

The key to the design of the Lockean community for measurement is the ”stan-
dard.” In the most general sense1, a standard consists of a set of operations
which in principle will resolve any disagreements arising in the community.
Imagine, for example, that I have purchased a five-pound bag of sugar, but on
weighing it at home I find it to be only four and a half pounds. I return to the
store, where the manager weighs it on his scale at five pounds. In principle,
assuming a sufficient quantity of patience, we could resolve our differences, say
by going to the nearest drugstore where finer weighing machines are available.
But why would we believe in this method of resolving the issue? Because we
might both be confident that the druggist is honest, with no stake in our quar-
rel, and that he is constantly checking his balance against ”standard” weights.
These weights themselves have been carefully prepared to conform to national
”standards.” 

But here we seem to be on the verge of an infinite regress. Suppose, to continue
the example, that the druggist decides in my favor, but the grocer, who is a man
of principle even though an incredibly bad entrepreneur, wishes to check the
druggist. Together we go to the National Bureau of Standards, which weighs
the bag in its carefully controlled laboratory and reports a reading of 4,5238
pounds. Where does the grocer go now if he's still convinced he's right? He
could, of course, go to an international body, but eventually the process must
stop. Thus the Lockean community is designed so that its members agree, say,
that the National Bureau is the ultimate check on any disagreements. Does this

1.  If I were a general semanticist, I'd have to admit that the word ”standard” is used throughout in at 

least two senses, the more general one referring to the operational design of the system, the more spe-

cific to some property of an object, e.g., a platinum bar and its markings. I hope the ambiguity will not 

bother anyone except a semanticist, because the context should make it clear which meaning is being 

employed. 
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mean that the Bureau sets arbitrary units and operations? Of course not. It is
the responsibility of the Bureau to assure itself that there is a sound theoretical
base for certifying that a given method of measuring is, or is not, acceptable
wherever it is applied, and under whatever conditions. This is why the ”unit” of
length, for example, is not arbitrary at all. One aspect of the Bureau's measure
of performance is the simplicity or cost of maintaining the system, together
with the degree of refinement of measurement the system produces. The shift
of the standard of length from a platinum bar immersed in a liquid to the wave
length of yellow cadmium was based in part on these considerations. 

Here again, the emphasis in the literature on the formal aspects of measure-
ment has led to some linguistic confusions. Formally, it is true that any unit of
length can be chosen and shown to be proportional to any other unit. But it
does not follow that the unit of length is ”arbitrary” in the measurement sys-
tem, any more than the dollar is arbitrary, if ”arbitrary” means that alternative
choices are equally valuable from a design point of view. 

A Measure of Performance of the Measuring 
System 

We can begin to see how a measure of performance, and hence of progress,
might now be defined. Assume that there is a positive value of measuring
length to a group of people, G. G includes housewives, carpenters, plumbers,
manufacturers, scientists, surveyors, etc. We might then say that the measure
of performance of a measuring system, M, is the degree to which M can design
G into a Lockean community, i.e., the degree to which differences about length
among G's members can be resolved by M. 

But the lessons of the last few chapters show us that creating a Lockean com-
munity does not necessarily imply that knowledge will thereby result. Why
should we suppose that the community of measurers is describing reality? A
number of responses can be made to this question, as we shall see. At a very
simple level, one could adopt a pragmatic ”position, as did John Dewey, and
say that the measuring system measures reality if the use of its data ”works out
satisfactorily.” Thus the measurement of the length of my desk accurately por-
trays reality if the desk fits. 

It is to be noted that this account has a very peculiar twist: the measuring sys-
tem is based on relatively precise rules and theories, while its defense is based
on the very imprecise concept of ”works out.” The weakness of the philosophy
is apparent enough. Most United States automobile drivers might have agreed
that the internal combustion engine has ”worked out satisfactorily” until they
learned of its contribution to air pollution. But if one tries to go beyond Dewey
to measure the real utility of length measurements, then there is another pecu-
liar twist, for now the reality of all measurements depends on the ”fundamen-
tal” measurement of utility, i.e., on a measurement process which, according to
the criterion given above, has a very low measure of performance. To return to
the illustration, I sit at my well-measured desk to measure my (real) income
during the past year. To be sure, there are rules to be followed and observations
to be made; furthermore, there will be a disinterested observer, an auditor of
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the Internal Revenue Service, to check my observations and obedience to the
rules. But there is no Lockean community, because except in the simplest
cases, few would claim that the final number ”measures” income. If ”income”
means real value received over a period of time, then it is safe to say that no one
knows how to measure income even approximately. Thus the proposed base for
a satisfactory measure of length, namely, the real value of the length measuring
system, is itself in a dubious state of development. 

And yet, despite the fact that we cannot even approximately state the worth of
our global system of measuring length, it seems absurd to say that there is a
serious question about our ability to measure length. Hence, some other crite-
rion is needed to convince us that the Lockean community of length measurers
is describing reality rather than illusion. And the criterion seems to be ready at
hand once we accept the wisdom of examining the history of a system in con-
sidering its design. Two hundred years ago the Lockean community could
agree on a length measured within one thousandth of an inch. Today, the accu-
racy can be within 100 millionth of an inch. In and of itself this result is not
impressive, of course, because refinement alone is hardly the hallmark of real-
ity; today's realists scorn the scholastic ability to estimate the population of
angels within one or two angelic heads. But it is worth noting how refinement
does carry its own conviction provided agreements of certain kinds are possi-
ble. 

Readings and Replications 

To return to the bag of sugar, if the grocer and I disagree on the first decimal
point (e.g., 4.9 vs. 4.5), then the druggist may settle the matter for us because
his scales agree consistently to the third decimal point. In general, when two
measuring systems disagree in the nth decimal point, their disagreement may
be resolved by a third measuring system accurate to the (n + 1st) or higher
level. Of course, this principle does not hold unless we have agreement in the
community about certain aspects of the three systems. Our design task is to try
to understand these aspects. 

The key design feature of the length measuring system is the ability to ”repli-
cate,” i.e., to go through the same set of operations several times. Suppose, fol-
lowing Singer, that we call an output of one set of operations a ”reading.” Then
the design specification seems to say that the readings should be in ”sufficient”
agreement. It is reasonable to argue that if they are not in agreement, then the
system is not reliably describing reality. The converse, of course, is not so obvi-
ous: if the replicated readings agree, we cannot infer that the system is working
properly. To make this point clear, imagine one of the following four condi-
tions: (1) the measured object remains the same in length over the period of
time in which the replications occur, as does the measuring rod; (2) the object
fluctuates in length while the measuring rod does not; (3) the object remains
the same while the rod fluctuates; (4) both fluctuate. Suppose, also, that the
operational rules of the design system are the simplest: compare the markings
on the rod with the limits of the object and, using arithmetic, report as a read-
ing the differences. In the first case we could assume that the readings would
sufficiently agree if the observers were careful. In the second and third, we
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would expect trouble, because the replications would probably not produce
agreements. But in the fourth case, we might find agreement again, e.g., if the
object and the rod were made out of the same temperature-sensitive material
in an environment where the temperature is fluctuating. It is important to
notice that the four conditions are the framework of observation of another
system, the Hegelian over-observer. Our question of how the system should
behave in each of the four conditions is thus Hegelian in kind: how can the
over-observer be created? 

Apparently the simplest cases are the second and third, where the measuring
system is clearly out of phase with reality. One would expect that a ”competent”
observer would produce ”inconsistent” readings when he made ”independent”
observations. The descriptors ”competent,” ”inconsistent,” and ”independent”
are judgments of the over-observer, who judges whether the operational steps
have been carried out correctly, and whether the observer's previous responses
are influencing his present observations. As system designers, we might be
tempted to say that two or more readings are inconsistent if they are not
exactly alike. But this would be a tactical error of design, the error of naive
empiricism which tries to base all inquiry on agreement. To be sure, provided
the observer is really competent and is really making independent observa-
tions, then conditions 2 and 3 cannot hold if the readings are all alike within
the level of refinement of the readings. But an inquiring system faced with an
endless set of identical readings would never be able to determine whether con-
dition 1 or 4 holds, or whether 2 and 3 hold at a more refined level of observa-
tion. The situation is a very familiar one in all experimentation which permits
replication of observation. The experimenter wishes to test a hypothesis, and
finds that his readings are in agreement with his theory within a specified level
of refinement. No amount of additional testing with the same results would
ever enable him to decide whether another hypothesis, also compatible with
the data, is false, or whether his own would fail at a higher level of refinement. 

Partitioning (Refinement) 

To Singer the tactical lesson seemed clear: whenever all readings are identical,
then the inquiring system must shift to a higher level of refinement. It should
be emphasized at this point that any such tactical decision of the inquiring sys-
tem, like all tactical and strategic decisions of any system, involves an ontologi-
cal commitment. In the present case the inquiring system commits itself to the
idea that every meaningful descriptor of natural objects can be ”partitioned.”
We say that a descriptor P is partitioned into descriptors P1, P2,... Pn if the fol-
lowing hold: 

1. If X is P1 (i = 1,2,..., n) is judged to be true by the inquiring system, then so is
X is P. 

1. If X is P is judged true, then either X is P1 or X is P2 or..., X is Pn is judged
true. 

1. X is Pi and X is Pj (i # j) is never judged true. 

1. n > 2. 
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One interpretation of these stipulations merely says that a partitioning is an
exhaustive and inclusive logical division of a set into at least two parts, but this
is a special case of more general conditions. The inquiring system may use set
theory as a basis of its judgments, but it need not do so. Often in the history of
science the judgment has been based on a Lockean community agreement
which goes beyond logic (e.g., in physics that there are exactly two kinds of par-
ticles, or in chemistry that there are n elements, or in biology m species, etc.). 

The ontological assumption of partitioning is often expressed in terms of
”quantification” because the number system provides a very convenient way of
satisfying the four stipulations. Indeed, the essence of the ”qualitative” is cap-
tured by the ontological assumption that nature can be reduced to a set of
descriptors which cannot be partitioned. As we have seen, the qualitative
assumption poses awkward, but not necessarily insurmountable, problems for
the inquiring system. This is a point which we shall examine in the latter part of
the book when we speculate about the problems of inquiring systems. Although
quantification permits a very elegant way for the system to explore alternative
explanations of natural events, it may also exclude a whole aspect of nature,
e.g., the unique individual who cannot be pursued down the endless pathways
of partitioning. 

Singerian inquiring systems, then, are quantitative in the sense specified
above, so that the rule to partition whenever complete agreement of readings
occurs is assumed to be a meaningful rule in all cases (although it may be
extremely difficult to implement). The rule is applied until the system reaches a
level of refinement of its readings where not all readings agree. 

Now if the readings disagree at some level, e.g., in the third decimal place, how
should the inquiring system decide which of the four cases of the relation
between measuring rod and object (see page 191) actually holds? The question
is one of the ”analysis of variation,” i.e., of deciding whether a variation or dis-
agreement is significant or not. All Singerian inquiring systems face this prob-
lem, whether the inquiry is about lengths, the planning of urban housing or
computing income taxes. In the case of length measurements, the system may
take advantage of the immense technology of statistical ”analysis of variance,”
which is a special case of the analysis of variation, based on a theory of ran-
domness of natural events. In areas like housing and income taxes, the technol-
ogy becomes one of politics and law. We see a new dimension in the Lockean
community, which in effect creates disagreements in order to attain a higher
level of agreement. 

But has the partitioning rule gained us anything? Here again the answer to this
strategic question depends on a whole system judgment. In its simplest form,
the assumption says that if two contrary hypotheses are both consistent with a
set of adjusted readings at a specified level of refinement, then there exists
some higher level where one (or both) will fail to be consistent. But this simple
form is rather deceptive, since it does not take into account the tremendous
resilience of general hypotheses about the natural world, nor the strong rela-
tionship between hypotheses and readings. Indeed, when the inquiring system
decides that a hypothesis is not consistent with a set of readings, it may adopt
one of the following policies: (1) revise the hypothesis by adding new variables,
or changing the functional form of the hypothesis; (2) revise the procedure of
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adjusting the readings (including discarding one or more of them as being
incorrectly obtained); or (3) tolerate the inconsistency until more evidence is
available. Hence the role that partitioning plays is to bring the inquiring system
to a stage where it must decide between these alternatives; the more sophisti-
cated whole-system assumption says that refinement of readings will eventu-
ally produce this stage. 

Kant's Problem: Design the Process of Revi-
sion 

We can now appreciate the most subtle and difficult design problem of Singe-
rian inquiring systems, which, in honor of its originator, might be called Kant's
problem. It is the problem of revision of the a priori (Kant) or Weltanschauung
(Hegel) or natural image (Singer) : when and how to revise? The design prob-
lem depends on the response to the teleological question-why revise?-which in
turn depends on the purpose and measure of performance of the system. 

Actually, Kant's design problem goes back to the Leibnizian and Lockean
inquirers as well. Leibnizian inquirers permit a kind of competition among
world views, or fact nets, so that the design of when and how to revise becomes
a consideration of the relative weight of each competitor. In Lockean systems,
the design idea is to create a community of reasonable men, whose agreements
become the basis of when and how, and even why. The community seems to
work best when it does not make explicit the grounds of its agreements. But
Kant and Hegel try to make the inquirer self-conscious. Kant argues that the
community shares a common a priori mode of shaping and interpreting sen-
sory responses (time, space, causality, etc.). Implicit in Kant's argument is the
question whether the shape imposed on the data is appropriate. Once we pass
beyond Kant's own reply (there is only one way to shape the data), we are in the
land of the strategy of design with no clear guideposts. Hegel's design sugges-
tion is just the opposite of Locke's: whenever the community builds up a strong
agreement in a Weltanschauung, then create the counter-Weltanschauung.
What Hegel leaves unanswered is the question whether such a procedure of
disagreement gets us anywhere. 

With Singer, the design problem becomes much more explicit than with any of
his contemporaries. Most philosophers of science of Singer's time were devot-
ing their energies to a ”logical reconstruction” of science, using the new and
very powerful tool of symbolic logic. In the language of this book, they were try-
ing to determine how science has been designed. They were wise enough to see
that science is not what scientists do, because scientists, being human, are
often foolish and perverse even when they are ”doing science.” Rather, the logi-
cal reconstructionists believed that they could cull the essence of the scientific
method by sorting out the inconsistencies and confusions through logical anal-
ysis. Thus they believed that there has been a basic design of science, and that
the design structure can be excavated by removing all the rubble. The success
of the logician in revealing the design structure of mathematics probably gave
considerable reinforcement to their conviction. But the logical analysis of
mathematics at best revealed only the design features of proof and not of dis-
covery, i.e., revealed how problems ought to be solved, given the conditions,
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rather than what problems ought to be solved. In systems language, the logi-
cians learned something about the tactics of mathematics but comparatively
little about its strategy. In the area of empirical science, the venture was suc-
cessful at the tactical level if one could assume a warranted data base, i.e., a set
of ”atomic” (nondecomposable) assertions about the natural world which are
unassailable. Since it is almost always strategically unsound ever to design an
inquirer which commits itself strongly to accepting a data base, the tactics of
logical reconstructionism have very limited application. The strategic error of
logical reconstructionism, for Singer, lies in its attempt to reconstruct the
inquiring system by the use of only one discipline of inquiry, logic. Singer, on
the other hand, saw the necessity of using the whole scope of inquiry to aid in
the design task. As we shall see in the remainder of this book, the definition of
”whole scope of inquiry” is itself a difficult and elusive problem, but it is almost
certain that the whole scope is not limited to anyone discipline, or, indeed, to
all the disciplines as they are recognized today. 

To pursue the underlying ideas of Singer's design, we should explore at greater
length his idea of ”adjusting” readings by returning to the four simple relation-
ships between the measuring rod and the object measured. Suppose the mea-
suring system adopts a natural Image in accordance with the first type of
assumption, namely, that the measuring rod and the object-to-be-measured
remain invariant. But suppose, also, that the readings are judged to be signifi-
cantly different. At this point, the measuring system is faced with a strategic
problem, as we have noted. Suppose it chooses to change the image to option 2,
that the rod remains invariant but the object changes. In doing so, the measur-
ing system must create an image which stipulates how the object changes with
time or some other measurable variable. The situation is a common one in
industrial quality control; to test a lot of bullets, for example, one takes a sam-
ple, fires them through a ”standard” barrel, and takes readings of the velocity.
However, the object being measured (bullet velocity at the end of the barrel)
changes over time or, more precisely, with the number of bullets tested; the
decline in velocity can be taken as linear by the measuring system. Once the
coefficients of linearity are estimated, the measuring system is in a position to
estimate, for each reading, what velocity would have been obtained had that
reading occurred on the first trial, when the barrel was brand new. Thus the
measuring system is able to take the ith reading and ”adjust” it back to the first
reading. In other words, the measuring system has been able to adjust condi-
tion 2 (changing object) to condition 1 (invariant object) by adjusting the imag-
ery. 

At this point, those who hold precision and certainty as high values of the
inquiring system may feel that the whole foundation has slipped. Once the
measuring system engages in the game of adjusting imagery, and hence data, to
”save” its view of the world, all fundamental control seems to be lost: there is
no ultimate court of appeals. One has only to recall the very. flexible and subtle
strategies open to the Ptolemaic geocentric theory to see how far this game can
be extended. 

But such a reaction arises out of the kind of parsimony that no longer is suit-
able as a criterion for the design of inquiring systems. The parsimony is based
on the erroneous theory that authority or authorization is essential for design.
The word ”authority” derives from the concept of leadership, a component of
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the system to which one can turn when in doubt. It is similar to the concept of
control, which implies that a component can observe and correct the behavior
of the system. But Singerian inquiring systems have no such component. Put
otherwise, authority and control are pervasive throughout the system and have
no location; the system is controlled, but no component is the controller. The
idea has already been mentioned several times under the labels ”tactics” and
”strategies”; a tactical decision assumes an authority while a strategic decision
does not. Thus a Singerian inquiring system must encompass the whole
breadth of inquiry in its attempt to authorize and control its procedures. 

Revision Opportunities: The ”Sweeping-in” 
Process 

Singer describes one such process, which he labels a ”sweeping-in” operation.
In the example cited above, where the object changes, the measurer can ”sweep
in” variables and their laws which enable him to adjust his readings. One sees
that it would be very helpful if the inquiring system had a catalogue of opportu-
nities in this regard, and that the traditional problem of the classification of the
sciences might provide some clues. Singer's method follows a traditional one of
starting with logic and noting the dimensions added by each science in turn.
Thus arithmetic adds number and numerical laws; geometry adds point, line,
plane, etc., and the laws of space; kinematics adds time and pure kinematical
laws; mechanics adds mass and mechanical laws; physics adds groups and
fields and statistical laws (”randomness”); biology adds function, organism and
purpose, and teleological laws; psychology adds mind and psychic laws; sociol-
ogy adds groups of minds and group laws; ethics adds ultimate purpose and
moral laws. 

The sweeping-in process consists of bringing concepts and variables of this cat-
alogue into the model to overcome inconsistencies of the readings. Thus, in the
examples cited above, temperature and barrel wear, both physical variables,
were incorporated into the measuring system 's image of nature. In the nine-
teenth century Bessel was able to, account for discrepancies by sweeping in the
reaction-time of observers, a psychological variable. We see again that Singer's
design idea is one more way of building Leibnizian fact nets, and that one may
view the history of the design of inquiring systems as the elaboration of the
basic design features of the Leibnizian inquirer. 

The construction of this catalogue of opportunities is a very difficult design
task, as can be seen in the literature dealing with the topic. Some logicians dis-
pute the contention that arithmetic ”adds” anything new; relativity theory
asserts that kinematics is nonseparable from geometry; in quantum mechan-
ics, statistical laws are taken to be basic (so that mechanics and physics are
nonseparable in the catalogue); molecular biology struggles with the problem
of teleological and deterministic laws for biology, while computer sciences
cheerfully use teleology (e.g., in problem solving) to describe the behavior of
machines. Of course, a great deal of the dispute depends on what one means by
”adding” a new dimension. Here Singer himself seems to be confused, because
sometimes he regards the new dimension, e.g., number, to be a primitive (not
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definable, say, by the concepts of logic), while sometimes he regards it to be
definable (e.g., he defines purpose and life in terms of physical concepts). 

Nor is it clear what the progression of the sciences means from a design point
of view. One might say that the inquiring system should explore as low as pos-
sible in the progression before going to a science at a ”later” stage. But such a
strategy would be foolish. For example, it is well known that one reason why
inconsistent readings are obtained between laboratories following the same
measurement procedures is the different training of the observers. It would be
foolish to explore physical variables to account for the inconsistency when this
more or less obvious sociopsychological variable is available. Furthermore,
there is no sound reason why the inquiring system should ”start” with logic. To
be sure, all inquiry uses logic, but then, as we have seen, all inquiry uses every
branch of inquiry. Logic itself can be regarded as a derivation of social commu-
nication, i.e., as a branch of sociology. 

Sometimes the catalogue of inquiring system concepts is likened to a lattice
framework of interconnected concepts, but this analogy only weakly portrays
the depths of the problem. The complexity of the interconceptual design is bet-
ter illustrated in that episode in physics when wave and particle imagery were
recognized as legitimate dual Weltanschauungen. To be fanciful, the catalogue
program calls for interpreting chemistry as a teleological science (so that, for
example, the fragmentation of the sample in Chapter 4 is an attempt to mini-
mize some variable of the system); or it calls for interpreting physical particles
as living things; or it calls for conceiving all scientific laws as moral laws; and so
on. All of the recent hue and cry for ”interdisciplinary research” by foundations
and other supporters of science might be regarded as a response to the collec-
tive unconscious realization that human knowledge does not come in pieces: to
understand an aspect of nature is to see it through ”all” the ways of imagery. 

The Strategy of Agreement Revisited 

We can begin to sense the endless process of the Singerian inquiring system.
This feature of its design can be emphasized if we examine further the strategy
of agreement. We have already seen one departure from the terminating strat-
egy of the Lockean inquirer, when all the readings are alike. The argument was
that an increasing number of like readings did not increase the system's confi-
dence in an hypothesis, because there exist counter-hypotheses which are also
in agreement with the readings. This argument extends to the case where the
readings differ, but the differences are judged to be satisfactory. At such a
stage, the strategic question is whether or not the system should seek a counte-
rhypothesis. The spirit of the Hegelian inquiring system on which Singer built
his theory of inquiry says that when all is going well, and data and hypothesis
are mutually compatible, then is the time to rock the boat, upset the apple cart,
encourage revolution and dissent. Professors with well-established theories
should encourage their students to attack them with equally plausible counter-
theories. This is the only pathway to reality: whenever we are confident that we
have grasped reality, then begins the new adventure to reveal our illusion and
put us back again in the black forest. 
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But the process is dialectical, which means that two opposing processes are at
work in the inquiring system. One is the process of defending the status quo,
the existing ”paradigm” of inquiry, with its established methods, data, and the-
ory. The other is the process of attacking the status quo, proposing radical but
forceful paradigms, questioning the quality of the status quo. 

Singer in the quotation at the end of Chapter 7 called the ”real” an ”ideal,” and
we can see why. The idealist is a restless fellow who sees evil in complacency;
he regards the realist as a hypocrite at times because his realism is unrealistic.
The realist, on the other hand, accuses the idealist of being impractical,
because his insistence on destroying the value of the present way of life pre-
cludes positive action. The Singerian inquiring system does not seek to resolve
the philosophical dispute, but, on the contrary, seeks to intensify it1. 

The Teleology of Inquiry 

Singer made the theme of endless process a central one in his philosophy; his
name for the restlessness he had in mind is ”contentment” (Singer, 1936).
What appear to be opposites, the restless and the contented, become the oppo-
site sides of the same idea when we realize that ”contentment” comes from the
Latin continere, to ”hold together.” The contented life is the complete life,
made up of all those aspects of a life that make it meaningful. But to be restful
is to establish oneself in only one sector of a life and to ignore the rest. So to be
”contented” is to be restless. 

But ”restless” does not really capture the essence of Singer's idea because it too
often connotes pointless, whereas the Singerian inquiring system is above all
teleological, a grand teleology with an ethical base. If we use the scheme on
page 43, the following characteristics emerge: 

1. The inquiring system has the purpose of creating knowledge, which means
creating the capability of choosing the right means for one's desired ends. 

2.The measure of performance is to be defined as the ”level” of scientific and

educational excellence of all society, a measure yet to be developed2. 

3. The client is mankind, i.e., all human teleological beings. 

4. The components have been the disciplines, but the design of inquiry along
esoteric, disciplinary lines is probably wrong, as we have seen, if the pur-
pose is ”exoteric” knowledge, i.e., knowledge that goes outward to be useful
for all men in all societies. 

1.  I tried to portray thc drama of thc dispute in Chapter 14 of Challenge to Reason 

(1968).

2.  Singer used to speculate on the suitability of using the standard deviation of a 

physical constant (e.g., the velocity of light in vacuo) as a surrogate measure. But this specula-

tion was made in an era when physical science was held in high regard, and it was not naive to 

expect that the findings of the scientists would be published and aid all men in the pursuit of 

their goals.
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5. The environment of the inquiring system is a very critical aspect of the
design. Singer's theory of value is essentially ”enabling.” That is, ethical
values are 9ased on an assessment of man's capability of attaining what he
wants, and not on an assessment of the goals as such. Thus the ethical sys-
tem apparently passes no judgment on the quality of a man's life. But this
appearance is deceptive because one man may want to deprive another of
his life or liberty. Hence the environment which the inquiring system criti-
cally needs is a cooperative environment, where A wants that goal which
will aid Bin attaining his goals. One sees how fuzzy the boundaries of the
inquiring system become because inquiry is evidently needed to create
cooperation and cooperation to create inquiry. This. is why the design of a
Singerian inquiring system eventually becomes the design of the whole
social system. 

6. The decision makers are everyone-in the ideal. But at any stage there will
be the leaders and the followers. For Singer the most important decision
makers are the heroes, those inspired by the heroic mood to depart from
the safe lands of the status quo. More needs to be said about these men and
their moods when we assess the inquiring system vis-a-vis the concept of
progress. 

7 and 8. The designers are everyone-in the ideal. Progress can be measured in
terms of the degree to which the client, decision maker, and designer are
the same. This stipulation may seem odd in one regard, at least. If the client
is all mankind, then how can those who have died be served by the living
system? Worse still, since the ideal is never attained, the system must inev-
itably fail to serve all clients. But the thesis that once a man has died he can
no longer be served is not a tautology, and indeed may be challenged by the
counter-Weltanschauung that all men are immortal in terms of being cli-
ents. It is not even necessary to postulate individual immortality. To wor-
ship one's ancestors may simply be the act of regarding their life's
intentions as being as sacred as our own and our progeny's. 

9. I have purposefully stressed the theme of betterment in the foregoing
account, even to the point of a kind of simplistic optimism. It is doubtful
whether Singer himself would have so strongly expressed his hopes for
mankind. The counter-argument is most strongly reinforced when we ask
for the nature of the built-in guarantor which gives sense to the optimism.

Science and Imperatives: The ”Is” and the 
”Ought” 

The fact that the Singerian inquiring system has no real terminating point on
any issue brings out some interesting features of its language. The language of
such an inquiring system needs to convey both what has been learned and what
has yet to be learned. In a language like English the indicative mood of expres-
sion (”This apple is green”) is reasonably capable of expressing what has been
learned, but is very poorly designed to express the unlearned. Singer suggested,
instead, that the language of the inquiring system requires a departure from
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the form ”X is P” as regards all three of its parts: subject, verb, and predicate.
To express the uncertainties of a finding, one needs to convey the idea that the
subject in the inquiring system's finding may not be the real subject which a
specific question about nature has raised. The predicate should somehow
express the latitude of uncertainty about the descriptor, e.g., by conveying
some range of possible values. Finally, the verb should convey the information
that the finding is a judgment of a Lockean community, based on its self-
imposed rules. 

In place of ”X is P,” Singer therefore suggests something like ”The object
observed is to be taken as having property P plus or minus E.” The ”is to be
taken” is a self-imposed imperative of the community. Taken in the context of
the whole Singerian theory of inquiry and progress, the imperative has the sta-
tus of an ethical judgment. That is, the community judges that to accept its
instruction is to bring about a suitable tactic or strategy in the grand teleologi-
cal scheme. The acceptance may lead to social actions outside of inquiry, or to
new kinds of inquiry, or whatever. Part of the community's judgment is con-
cerned with the appropriateness of these actions from an ethical point of view.
Hence, the linguistic puzzle which bothered some empiricists-how the inquir-
ing system can pass linguistically from ”is” statements to ”ought” statements-is
no puzzle at all in the Singerian inquirer: the inquiring system speaks exclu-
sively in the ”ought,” the ”is” being only a convenient façon de parler when one
wants to block out uncertainty in the discourse. As a computer programmer
would say, the whole design is instructions, including the ”data base.” 

Progress or Process? The Heroic Mood 

Singer's theory of progress is far more subtle than the theory of ”linear
progress” which was popular in the nineteenth century. To understand it, one
needs to adopt a dialectical point of view. On one side, call it the light side, is
production-science-cooperation, the trilogy of nineteenth century optimism.
The progress toward this trilogy is toward a world of enlightenment, where
men have the means to live out their individual lives in their own unique ways,
without having to disrupt the lives of others, or, more strongly, with the natural
urge to help others to enrich their lives. But the lessons of history tell us that
when production and science begin to dominate, then society becomes frag-
mented; only some men reap the benefits and they do so by exploiting the envi-
ronment and their fellow man. 

”Oh,” says the scientist, ”then we must use our science to see how we can get
men to cooperate more, to reduce population growth rates, air-water pollution,
labor exploitation. The measure of progress must include cooperation, which
cannot be separated from production-science. Refining our measures and pro-
ducing more effective machines is not progress if thereby more conflict occurs.
In other words, progress is not linear, but a very complicated nonlinear rela-
tionship between the enabling forces of production, science, and cooperation.” 

This is all very well, but one cannot help noting who is speaking: the scientist.
He wants to make science, i.e., the inquiring system, the leading edge of
progress because for him there can be no progress without understanding.
Even if we grant him his premise that science has created more and more
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knowledge, why should we also grant him his other premise-that the net bene-
fit has been positive? Why not simply say that making knowledge is like any
other form of life: it happens and it is neither good nor bad. You make knowl-
edge, he makes love; you both simply live out an existence. 

To Singer, such a charge to the scientific community is based, not on so-called
scientific evidence but on a ”mood,” a complex of emotions which arise out of
man's ancestry. Had Singer written later, he could have used the wealth of
material which Jung and his followers have collected to illustrate the force of
the “collective unconscious” on the human psyche. Singer found his clue in but
one albeit important aspect of this force, the heroic mood. Joseph Campbell
has well described the structure of the mood in his Hero with a Thousand Faces
(1956). The myths of the hero, he says, begin with some stable state of affairs, a
comfortable house, beautiful wife and children, high respect, in short, plenty of
production-science-cooperation. Then comes the impulse for the adventure or
quest, sometimes in the form of a message from the gods or other heroes, but
in any event the hero has no choice but to go forth, to leave the comforts for a
kind of cold darkness. Beasts and evil spirits keep challenging him in the dark
forest. In our drama, the black forest and its challengers are the mood that
progress does not exist, that it is only a process at best, that the enterprise is no
enterprise at all. For the hero in the midst of his journey has no assurance that
anything will happen except his own death and that of his companions. At this
stage the idea of progress and fulfillment seems very foolish indeed. The stage
need not be tragic or ominous, of course; it may be humorous, playful, silly,
lovely. Then science and its big serious program of knowledge, control of
nature, and the rest look utterly ridiculous: fat science proclaiming it will save
the world while it odoriferously defecates in public1.

But then the hero-or some heroes at least-arrive at their goal, fight the ultimate
battle, and win. As in the case of the Buddha, the battle may be a spiritual one,
or. for our inquirer, an intellectual one. But this is not all: the hero must return,
and there is usually much to tempt him to stay and not bring back the fruits of
his labors, just as Newton hid many of his important discoveries in his study.
For the journey back means leaving the heights of heroism for mundane, bor-
ing, everyday existence. Furthermore, the trip back is usually another black for-
est and its challengers, but this time the other side of the forest is dullness. 

It is very important to note that the hero's journey is not restricted to great men
or to semi-gods. The hero is in everyone of us, and it is impossible to say
whether a Newton or Theseus is a greater hero than the individual who risks
his security in the quest for self-knowledge. To be sure, the heroic mood is
often suppressed by other emotions and thoughts; to free it in every man is an
ideal, the ideal of a unified decision maker, client, and designer. 

But what about the question: is there progress or merely process? Which is the
same as the thematic question of this book: does the inquiring system generate
knowledge of reality or its own form of illusion? 

The response is: it depends on where you are. If you are at home, in the status
quo, there is a kind of quiet progress, an orderliness, cleanness, comfort, in

1.  For the contrast, sec James HiI1man (1968).
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which little discoveries here and there push back the decimal places and pro-
vide better ways of doing things. If you are on the road, then there is no
progress, just change, which can be bright or dark, funny or sad, tragic or
comic. The rules are gone, laws make no sense. If you are fighting the battle, or
whatever the mission may be, you are risking your soul for something over-
whelmingly important and central. Progress is no longer diffuse, but here and
now in your actions; revolution is one word for it. If you are on the way back,
you may be disillusioned, angry, dead in spirit, or playful, or senile. 

The Guarantor 

Can we design the heroic mood? Jung, in his The Undiscovered Self, tells us
about two views of the human psyche. In the one, man is counted and classi-
fied. The wonder is the diversity, but out of the diversity comes the need to
lead, to pass regulations which tell us which classes of people can do what, reg-
ulations which become the State. The other world view is the unique individual
and his relation to something more wondrous than himself. One might be
tempted to say that design belongs only to the first view of the human being,
but this would be much too hasty a judgment. The hero's quest, which is uni-
versal across mankind, is one example of the unique relationship of an individ-
ual to his god; it cannot be ”designed” by any of the typical methods of design
which we have discussed thus far. But design is very young, practically a baby.
What would design have to be like for us to be able to design a unique individ-
ual's relationship to his god, or to design an heroic mood? 

We have come by a long route back to the issues of Chapter 1, where we placed
design and creativity together to examine their similarities and differences. The
entire excursion could be regarded as a search for more understanding of these
two dialectical concepts; the question remains the same in kind but is a book
long in its asking: can design grasp the essence of the creative in each one of
us? 

I don't know any sensible response to this question, although I think the ques-
tion itself is sensible. I could try the head-on approach of defining the illusive
concepts that have crept into the Singerian design while I wasn't watching:
hero, mood, tragedy, comedy, unique and god, among others. Then I'd define
design, and there we'd be. At least we'd be moving, processing. But my mood
suggests another kind of adventure. Very often, I've found, in the tales the hero
spends an incredible amount of time just wandering around, apparently getting
nowhere, or worse, being blown farther away from his quest. The approach is
circumambulatory, a marvelously long word for confusion. So in the remainder
of this book I'll walk around the issue of a meaning of design which could
encompass the heroic mood and other aspects of the creative. 
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Chap 10: Three Basic Models Of  Inquiring 
Systems  

The circumambulatory excursions mentioned at the end of the last chapter
begin with an old theme, the imagery inquiry uses to describe nature. The cen-
tral point is easy enough to state. Science in its attempt to carve up nature and
measure her pieces properly has found certain images to be acceptable0; spe-
cifically, deterministic, random, and teleological imagery. The speculative
question of this chapter is whether the limitation of imagery doesn't preclude
our ever being able to describe the unique, the creative, and the like.

  Democritean Imagery: Mechanism

Of all the many ways that men have found to look at the world that they
inhabit, perhaps the most attractive to the thinking man is that first most fully
developed in western science by Democritus in the fifth century B.C. The Dem-
ocritean image of reality carries with it both an elegant simplicity and a real
hope that no aspect of the whole real universe can escape being subsumed
under its magnificent imagery. According to Democritus, the natural world is
basically composed of atoms which differ in only a very small number of prop-
erties, namely, their position, mass, and shape. Implicit in the Democritean
imagery is also the concept that there exists a sufficient amount of information
concerning the atoms of the world so that in principle all of their movements
are predictable in the future and describable in the past. This Democritean
dream of atomic imagery, as we know, had its renaissance in the sixteenth and
seventeenth centuries and has carried on down to the present day. It has been
the Weltanschauung of the physical sciences, kinematics, mechanics, nuclear
physics, etc., as well as chemistry and the many branches of biology in which
biological change is described in terms of predictable changes of certain ele-
ments of the organism. Very often in the history of science, the Democritean
image was thought to be ”deterministic,” because it was supposed to provide
absolutely precise predictions about events, in which no probability concepts
occur. One very attractive aspect of the Democritean imagery is its enormous
capability of abstraction. By writing down in very simple form a set of mathe-
matical equations, one can encompass vast reaches of the natural world in
terms of spatial distance, spatial intensity, and time. The enormous success of
Democritean imagery permits a fantastic enlargement of the basic information
of the inquiring system, since a piece of information gathered at one moment of
time can be extrapolated to other moments of time or other parts of space by
means of the abstract , underlying equations of the image.

At the present point it is futile to try precisely to define Democritean imagery or
to layout the various forms which it may take. We will see why this is futile in
terms of our later discussion of the extensions of the Weltanschauungen of
inquiring systems.
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  Aristotelian Imagery: Teleology

Greek times also presented to us another elegant way of viewing nature, in
which the elements of nature are taken to be purposive entities, i.e., entities
that seek specified goals. This is the imagery of Aristotle's Physics; Aristotle
used the Weltanschauung to describe not only biological things, but the physi-
cal universe as well. In this imagery every element of nature at any moment of
time is conceived as having a number of choices at its disposal, and it selects its
choices so as to pursue the goals appropriate to it. In the more familiar case of
biology, the living being seeks its own survival by nutrition and the construc-
tion of defense mechanisms in its environment; it also seeks the reproduction
of its kind. Thus its behavior at various moments of its life can be described as
attempts to gain the goals of survival and reproduction. Aristotelian teleologi-
cal imagery has always been popular in the biological and social sciences. It
seems to be an easy way to describe and account for the behavior of living
beings. It is often taken to be the basis of psychological, mental, and social
behavior, so that sciences like psychology, sociology, and economics have often
used teleological imagery as a way of reporting their information and explain-
ing the events that occur in the observable world.

Teleological imagery is also far more attractive to those who deal in the less
precise forms of human living, namely, history, philosophy, and literature, in
which the explanation of events and the creation of new esthetic ideas seem
quite at variance with the Democritean imagery, but at least to some extent
explainable in terms of the goal-seeking behavior of individuals. Finally in reli-
gion, except for a few Democritean instances of the sort that Spinoza creates,
the teleological imagery holds full sway; the world as a whole is taken to have a
purpose ascribable to a God, who may himself be combating evil forces with
opposite purposes.

  Carneadean Imagery: Probability

In the post-Aristotelian period, and chiefly in the hands of the Skeptic Car-
neades, there arose another kind of world imagery which has been deeply
explored in the last century. Carneades adopted a basic philosophy similar to
the Singerian inquiring system, where all issues, both rational and sensory,
remain uncertain, but in some cases they may attain an ”approvability” of suffi-
cient strength for action. The degree of approvability becomes ”probability” in
modern system design.

Thus events of the world are only known with a certain degree of probability. In
some technologies of system design, the degree is expressed by a probability
distribution of possible states. In such an interpretation of Carneades' mean-
ing, each state of the world can be likened to the initial state of a roulette wheel
just prior to its being spun. The force of the spin and the initial state of the rou-
lette wheel at best generate a probability distribution of events; it may happen
in many cases that the probability distributions are independent of the initial
states or of the characteristics of the spin, so that the possible subsequent
states of nature can only be described in terms of, say, rectangular probability
distributions. In this interpretation of Carneadean imagery, the world can be
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regarded as a gigantic gambling table in which the only laws governing the
events of the world are the laws of probability.

Carneadean imagery is very fruitful in those disciplines where the welter of
events and large masses of information seem to make hopeless any attempt to
find a Democritean or even an Aristotelian interpretation of what has occurred.
A very excellent example is the case of the stock market in western economies.
A Democritean inquiring system might expect to derive from the events that
occur in the stock market each day some basic set of elements that explain the
changes and that could be used as a way of predicting the fluctuations in the
market as a whole or in specific stocks. An Aristotelian inquiring system would
expect to look at the stock market from the point of view of purposive behavior
of individual buyers and sellers. It would assume that each investor has certain
goals, and would try by means of its teleological imagery to predict the aggre-
gate behavior of the market as well as the behavior of certain stocks in terms of
goal-seeking imagery. Neither the Democritean nor the Aristotelian images
seem sufficient at the present time to provide even the most rudimentary
description or explanation of stock market behavior. On the other hand, there
is real promise in the notion that the stock market behaves in very much the
same way that a fairly complicated gambling device behaves; in the case of a
roulette wheel, for example, it would be hopeless to search, in Democritean
fashion, for the basic mechanical elements that account for the resultant end
positions of the ball. Instead, the inquiring system finds it far more fruitful to
look for probabilistic patterns among such events.

A close relationship has often been pointed out between the Carneadean imag-
ery that is used to study stock market behavior and the same kind of imagery
used to describe particle behavior in such physical events as, for example,
Brownian motion. Here a random imagery, from the point of view of the
inquiring system, seems the most convenient way of describing the events that
are taking place in a gas.

There is the design question of whether empirical probability distributions in
modern statistical theory really capture the essence of uncertainty; this is the
same translation question which runs throughout our discussion: what is the
most appropriate way to translate a historical idea, like Leibniz's monad or
Carneades' ”approvability,” into contemporary systems design? In recent years,
it has been suggested that there are other ways of measuring uncertainty, e.g.,
the uncertainty of an opponent's play in a rational game, or the subjective
uncertainty of a decision maker (so-called ”Bayesian” probability). As we shall
see, it seems safe to say that none of these extensions really captures the uncer-
tainitles of the hero's adventure described in the last chapter. But for he
moment, we intend that a Carneadean imagery be one in which probability is a
basic concept, and probability is measurable.

  Consistency and Interdependence of the Three Imageries

At first sight there seems to be a certain fundamental opposition between any
two of these images of the natural world. For example, according to the Dem-
ocritean imagery in its strongest form, there can exist at any moment of time
but one state of nature, and this is a state of nature precisely predictable by the



Chap 10: Three Basic Models Of Inquiring Systems   166

properties of the world at any other point of time. This characterization applies
not only to the world as a whole, but to every element of the world, so that
apparently any given element of nature has no set of choices of the sort Aristo-
telian imagery requires; nor can an element be perceived to have any goal other
than in the trivial sense that from any position at any moment of time there
exists one and only one pathway to its position at any other moment of time.
Such a concept of goal-seeking behavior seems contrary to the spirit of the
Aristotelian teleological imagery, where it is essential that a purposive entity
has at least two choices. Furthermore, a deterministic Democritean imagery
seems to preclude the ultimate need for Carneadean imagery, except again in
the trivial sense in which the probability distributions are all characterized as
having their weights at one point; among all the possible states of nature at any
moment of time there is one that has associated with it a probability of ” I” and
all the others have ”Q's.” But again this is contrary to the spirit of probability
imagery, where it is essential that there be at least two states with probabilities
greater than zero.

Now there is one obvious extension of Democritean imagery that will sweep in
teleological and probability imagery in a perfectly successful fashion as far as
the Democritean inquiring system is concerned. This extension can ”explain”
both teleology and probability in a fairly straightforward fashion.

There can be no denying that self-conscious living animals are often convinced
that at least some of their behavior is purposeful in the sense that they do make
choices. But one can explain this conviction in Democritean imagery by show-
ing that the natural determinants of people's behavior have created in them a
”choice-seeking imagination” as away in which they respond to their environ-
ment. In other words, their own self-consciousness of their purpose is itself a
predictable end-state of certain kinds of genetic origins and adaptability to
their environment, and is thus predictable from the initial state of the organism
and its own growth patterns.

In the same fashion the Democritean imagery can account for probability dis-
tributions in terms of a current status of inquiring systems. Wherever it is
impossible for the inquiring system to dig deeply into the precise elementary
nature of a mechanism, it can describe many similar types of mechanisms dif-
fering within morphological ranges. Thus, when one pulls the arm of a slot
machine one may regard the particular slot machine as one of a class of slot
machines with certain characteristics, and the force of the pull as belonging to a
range of forces. From the description of these classes and ranges, one may gen-
erate the relative frequency of certain events that will occur when people pull
the handle. Similar extensions may be made of random imagery to develop
Democritean images by suitable specification of probability distributions in
which the weights associated with certain events turn out to be ones and zeros.
And the extension of teleological imagery to account for Democritean or Car-
neadean imagery is obvious enough once one begins to realize that a particular
way in which an organism tries to adapt to its environment is to try to view its
environment from a deterministic or a probabilistic point of view.

As we mentioned in the last chapter, the Singerian inquiring system succeeds
in far greater depth in showing how Aristotelian imagery can be regarded as a
logical extension of a Democritean imagery. Singer, in Experience and Reflec-
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tion, gives a detailed account of the derivation of the concepts of function and
purpose from physical concepts. Singer's attempt is similar in kind to Rosen-
bluth, Bigelow, and Wiener's ( 1943 ) approach to ”purposive machines,” which
set off the more or less futile debate about whether computers think and are
conscious. The debate was futile from a design point of view, since the issue is a
tactic or strategic one with a fairly straightforward answer in many cases: can
one use and develop computer capability better by employing teleological con-
cepts rather than mechanical concepts? Singer also explains away in which
probability imagery can occur within a Democritean image. In the physical sci-
ences, the relationship between Democritean and probability imagery has been
deeply explored. In quantum mechanics, the physical scientist found he needed
probability imagery to account for certain observable events in particle behav-
ior. A number of technical problems then arose concerning the relationship
between the various types of imagery that had classically been available to the
physical scientist and the kinds of requirements imposed by the use of proba-
bility imagery.

Up until recent times there was little interest in the scientific community in
extending teleological imagery to incorporate the Democritean and probability
imagery. As was indicated above, the manner in which this can be done is to
explain Democritean imagery as a choice of an organism in its attempt to grap-
ple with its environment. In this case, then, concepts that are taken to be ulti-
mately basic in Democritean imagery, such as particle, wave, time, or space,
would be defined within a teleological image of the natural world. Even logic
itself can be regarded as an extension of a teleological image in which one starts
with the natural world of teleologically communicating entities.

We now see why it is futile to attempt precise definitions of any of the three
images described in this chapter. In a sense anyone of the world images can be
regardes as an ”extension” of the other image, and all three images are in effect
part of the inquiring sytem. A given imagery strategy not only describes the
world, but also determines the way in which information about the world is
stored and retrieved by the inquiring system. If the designer of the inquiring
system is Hegelian, he must sweep into the imagery of the inquiring system the
image of the system itself. As was indicated in the last chapter, a certain kind of
contradiction seems to have occurred historically in this regard because inquir-
ing systems that are particularly prone to adopt Democritean imagery still
regarded themselves as purposive entities in which creativity (in this instance,
unpredictable behavior) is regarded to be an essential aspect of themselves.
With our increasing success in extending Democritean imagery to incorporate
teleological imagery and vice versa, this discordance in past designs of inquir-
ing systems will begin to disappear .

It might appear as though the future of the design of inquiring systems is a
bright one indeed. The major disputes of the past concerning whether nature is
”basically” deterministic, or ”basically” free, or simply the roulette wheel of an
indifferent God, all seem to fade into insignificance once we begin to realize
that the various images are the choice of the inquiring system. We realize that
wherever it becomes difficult for the inquiring system to account for its infor-
mation, it has at its disposal an enormous capacity of extension, where exten-
sion simply means a modification of the basic Weltanschauung in accordance
with certain rules.
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  Limitations of the lmageries: The Fourth Box?

We have not shown, however, that an inquiring system faced with an unsatis-
factory state of its information necessarily has available to it a pathway which
will remove the unsatisfactory state. In other words, we have not shown that,
given the enormous abilities of inquiring systems with respect to extensions of
their Weltanschauungen, they inevitably have the ability to create new solu-
tions to old mysteries. They do have the ability to extend the number of possi-
bilities open to them, but this does not promise that the inquiring system will
inevitably find the solution to all of its problems.

Put otherwise, as we saw in the last chapter, we have not been able to show that
the inquiring system can understand its own creative process as opposed to its
own ”ritual” process. Perhaps the three basic models described in this chapter
are only a subclass of a much larger set of models available to the inquiring sys-
tem. By what pathways could the inquiring system determine and construct
new kinds of model building? Perhaps, after all, in our story so far the inquiring
system has only come to learn the most unimportant part of itself-namely, its
manner of collecting, adjusting, storing, and retrieving information in accor-
dance with the three imageries and their extensions. It may even succeed in
accounting for the origin of its data and the role it itself plays in the construc-
tion of data banks and their characteristics. But the larger mystery remains:
How can the inquiring system guarantee its ability to cope with all its enor-
mously difficult problems; where is its guarantor?

There is still another mystery about itself that the inquiring system has so far
failed to face. The inquiring system, it is true, tries to understand the world in a
knowledgeable way. But there is a world which is not an inquiring system.
Some of this world is made up of people who have quite different purposes
from that of understanding the world in a knowledgeable way. Perhaps – and
just perhaps – the rest of the world does not want inquiring systems. Could the
inquiring system determine whether its own activities were desirable to the rest
of the world, and if they are not, could the inquiring system determine why
they are not?

In a way, this question seems to be most inappropriate for an inquiring system
to pose to itself. The great traditions that have come down to us from the fif-
teenth and sixteenth centuries have always incorporated the notion that knowl-
edge is good in and of itself. To know some aspect of nature that was hitherto
unknown, to explain something that had hitherto been unexplained, are goods
that need no defense. Consequently, when an inquiring system asks itself the
question whether its own activities have any value in the total world system,
there seems to be a direct and simple answer: pure knowledge is purely good.

And yet in recent times this answer has been attacked on several counts. From
a purely economic point of view, the political system, which can now be taken
to incorporate the inquiring system as a part, will view inquiry as only one of its
many resources. As large-scale inquiring systems become expensive, the politi-
cal-economic system will tend to examine the value of the activity and compare
it with the value of other types of activity. But suppose the inquiring system,
which is a clever feIlow, tries the following trick: ”All right,” it says, ”let's com-
pare the utility of research and development with the utilities of other activities
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of the total social system. To do so, we obviously need an inquiring system.”
Thus the inquiring system wants to convince the total political system that
inquiry is a way of determining whether inquiry is worthwhile. But such an
argument for a well-designed political system is always suspect. After all, the
public has come to realize that the impact of applied science on our environ-
ment has not been completely beneficial, to say the least. It has often run
roughshod over the human spirit and its culture. Science and technology have
supplied the human being with many techniques to satisfy his wants. They
have also supplied him with a much uglier, much more frustrating world to live
in. The world appears to be a far more dangerous place for the human being to
inhabit because of technology. On simple biological terms, the human animal
might feel inclined to regard the inquiring system as a cancerous growth which
is in need of being removed by means of a serious operation.

  The Strategic Choices of Global Inquiring Systems

These charges against inquiring systems suggest several choices. One, of
course, is to abolish them – an intolerable and indefensible choice for this book
in these times. Another is to argue that the basic concept of design is suitable,
but the restriction of the imagery to the three reviewed here is wrong. A third,
which we shall explore for the moment, is to turn the inquiring system from the
esoteric to the exoteric. Esoteric inquiring systems find their criteria of choice
inside the system, e.g., in the statistical inconsistencies between the readings
discussed in the last chapter. Exoteric inquiring systems use the criteria of non-
inquiring systems to establish the satisfactory or the unsatisfactory nature of
the inquiring system.

Thus, from the exoteric point of view, the design of an inquiring system
requires that it be examined from the much larger perspective of industrial
production or public interest or ethical standards. In a way this design idea is
another manner of describing Descartes' fundamental worry about the ulti-
mate validity of an inquiring system's information. But now, instead of suspect-
ing that the inputs to the inquiring system are the result of the malicious
behavior of the devil, one now begins to suspect that the whole notion of infor-
mation itself, in social terms, is a notion that implies a basic evil for the society
rather than a good. These comments therefore suggest an extension of the
inquiring system so that it can view itself as a part of a much larger system and,
in particular, view its role in terms of the behavior of the larger system. This
extension of the inquiring system is often called ”implementation”
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Chap 11: Implementing inquiring system

  Science and Its Code of Conduct

The scientific communities of the western world since the Renaissance have
struggled to formulate their own code of conduct. Above all, the scientist is
expected to be honest in the sense that he reports what he has observed as
truthfully as possible, and he draws his conclusions in accordance with an
explicit logic that can be checked by his colleagues. No chicanery is to be per-
mitted in the scientific community. Over and above this, the scientific commu-
nity, itself and alone, stands as a judge of the quality of a man's work, especially
in the pure sciences. It judges whether or not the work is of sufficient impor-
tance to be published; if it is published, it judges the kinds of rewards that
should be extended to the researcher, based on its own esoteric criteria of rele-
vance, elegance, simplicity, and generality.

As a consequence, the scientific community has long fought off any attempts by
the rest of society to enter its arena and to judge its inhabitants according to
external social and moral criteria. If a religious community, for example,
believes that a certain kind of scientific investigation is dangerous from a reli-
gious point of view, this belief is taken to be irrelevant evidence by the scientific
community. And if the politician tries to interpret the results of scientific
inquiry to his own political advantage, the scientific community regards the
interpretation as biased and at best useless, at worst dangerous.

Nonetheless, there are points where even pure science seems strongly to
impinge upon the rest of society. These points occur when the investigations of
the researcher disturb the biological or social scene in some manner unsatisfac-
tory to the rest of society. This seems to be well illustrated in cases where social
scientists attempt to investigate the attitudes and opinions of other members of
a community. It is also true where biologists by their experimenting threaten to
disturb the organic life of the natural world. In these cases, it is not so much a
question whether the evidence is valid as whether the act of collecting the evi-
dence disturbs some other aspect of society, e.g  individual privacy or the natu-
ral environment.

In recent years it has become more and more obvious to some social philoso-
phers like Jacques Ellul ( 1964 ) that the activities of physical science have
vastly changed the whole economic and political structure of our society, so
that our lives are determined by the applications of the discoveries made in the
last two centuries within the physical sciences. Some of these discoveries have
a very dangerous tinge to them, of course; many a common man today may
look upon the discovery of nuclear energy in the last few decades as amounting
to nothing but evil for the human race.

How concerned should the scienti'st be with what the social comcommunity
from time to time takes to be the implications of his scientific work? Should he
pay due regard to the challenges which are made by his society, and should he
supplement his esoteric code of conduct with exoteric criteria?
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These are questions. Since they are questions, to any inquiring system theme
must occur the traditional question whether problems of this sort are sus-
pectible to inquiry, and if they are, whether the inquiring system should give
them high priority. Is the question of science’s moral responsibility more
important than the question of the nature of space or the genetic code?

  Science and the Political Community

It is very difficult to discern exactly how modern science has responded to
these challenges. Certainly many scientists believe, as did their scientific fore-
bears, that the internal moral code of the scientific community is sufficient to
sustain the activities of the community, and that the few minor exceptions
where scientific activity seems to impinge upon other activities of the social
community should be handled more or less on an ad hoc basis. These scientists
are often appalled by what they call ”big science,” which is perfectly willing to
accept the largesse of the political community and consequently bear all of the
criticisms and investigations that the political community may from time to
time feel necessary in order to justify its large expenditures for research and
development. The history of the United States space program is a case in point.
The ”purer” scientists have often questioned the scientific importance of the
program as it was designed. In recent years the decline of funding has brought
about an economic depression in the aerospace industry, with the result that
many scientists and engineers have become jobless.

Many purists in the scientific community therefore feel that science should
return to the ”one-man concept,” in which the scientist develops, more or less
on his own initiative, the particular kind of inquiry he wishes to conduct and
eschews large funds and a ”team” approach to a large-scale research project.
The purist regards science still to be the output of one creative mind; he thinks
that the most compelling motivation is curiosity, and the most satisfactory
mode of judgment is elegance and simplicity.

  Scientific Advisory Panels

Nevertheless, big science is certainly here, and there can be no question that
the total social community has a great deal of interest in its activities. For
example, many developing countries in United Nations discussions are highly
suspicious of the word ”research” because to them it means a diversion of funds
to the esoteric community. As a consequence, those scientists who believe that'
we have entered into an age where large expenditures are required in order to
advance science must recognize the need to understand and respond appropri-
ately to the political community. They do this in a rather odd way: they serve on
various kinds of United Nations, federal, state, and local ”science policy” com-
mittees, where they give advice to legislators and government agencies con-
cerning the funding and utilization of science and engineering. They try to
judge the particular role that a given governmental organization should have
with respect to the scientific community. This advice is frankly given as a mat-
ter of opinion, and a few of the leading scientists who have entered into this
kind of activity would claim that their advice-giving is based on the same kind
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of careful inquiry that they conduct in their own scientific domains. The more
conscientious among them may insist that there be a staff function which
undertakes investigations of one kind or another, but even these staff inquiries
are conducted with a quite different degree of control from that which they
would deem appropriate in their own work.

We have already seen how difficult the information problem is relative to policy
making. Specifically, the data by themselves never dictate a policy; very strong
assumptions must be made about the whole system. But is the scientist in a
particularly favorable position to make these assumptions? He may begin to
feel that he is if he gains some extensive experience in the political community.

Thus the situation is odd because the scientist has had to turn into a type of
politician. He must now be quite careful what he says jn the panels and other
advisory committees on which he serves. He must also recognize himself as in
some sense defending a particular policy of allocation of federal and state funds
to certain kinds of research. If he is reflective, he will see that he is a lobbyist
for a particular type of scientific investigation. He becomes overconcerned with
”rocking the boat.” Or, if he is a dominant type, he takes upon himself the role
of delivering a number of lectures on the importance of certain types of scien-
tific investigation. He may even go so far as to ”put the spot on” certain of his
colleagues whose research and other interests he does not personally condone.
In some cases he has been willing to taint members of the scientific community
with being soft on communism, with the hope that therefore the ambitions of
his scientific colleague-enemies will be thwarted. In any event, whether he
plays a mild or a fierce politics, the scientist finds himself in a situation that
calls for a totally different type of moral code from the one traditionally found
within the pure sciences. To all this confusion about the role of the scientist is
added the often unexpressed assumption that someone who by dint of his bril-
liance has risen to the heights of prestige in science is thereby better qualified
to make policy judgments than his mediocre colleagues. This assumption is
almost obviously false: brilliance alone is never the basis for sound policies.
Sound policies depend more on ethical and moral acuity than they do on bright
ideas alone.

  Whither Science and Policy?

But perhaps we have been witnessing a more or less temporary state of affairs,
a response of the scientific community to vast and relatively rapid changes in
the political scene. As we have seen in the study of Singerianinquiring systems,
if for one reason or another the scientist has found himself incapable of under-
standing a certain segment of nature in a satisfactory manner, he has sought to
extend the knowledge of the inquiring system by following one of the many
pathways open to him. perhaps, then, in the present situation where there has
been an increasing need for science to respond to actions in the political arena,
the scientific community will begin t,o recognize the high priority of under-
standing societal change ( see Platt, 1969) .

Of course, understanding science and its relation to society is an old matter for
science, since even in the earliest days of modern western science the scientist
was often asked to explain certain parts of nature so the entrepreneur or the
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politician could thereby create either the means to manufacture goods or the
means to destroy his enemy by applying the findings of science. A great deal of
this applied science obviously had a beneficial effect on society, e.g., the great
discoveries about man's anatomy and the subsequent discoveries of bacteria.

What might be called the traditional approach of applied science, however, has
always been one in which the applied scientist tries to select a given segment of
the total social community and investigate how improvement of a certain type
can take place in that segment. Because he has felt himself to be an extension of
the scientific community, he has usually been called upon to take a rather mod-
est attitude with respect to total, real improvement. Thus the doctor advises the
patient to go home to bed, but does not feel called upon to make the ultimate
policy decision and feels no particular responsibility if the patient fails to com-
ply. The doctor merely feels that ”all other things being equal,” a rest is called
for, but the patient must himself decide whether all other things are indeed
equal. The engineering profession applies scientific discoveries to the construc-
tion of buildings, roads, bridges, etc. Here again an attitude is adopted of ”all
other things being equal.” One particular type of bridge is to be taken as better
than another. The engineer does not typically extend his advice-giving to decid-
ing whether or not the bridge itself is appropriate or is appropriately located in
the place that the city planners have decided; the city planners themselves do
not generally take on the enormous task of deciding whether the allocation of
funds to traffic expansion is more appropriate than the allocation of funds, say,
to expansion of health services by an urban community.

Hence the need to understand the sociopolitical community has often been
regarded as a very restricted need, not requiring much more than common
sense and a good ear. However, even in this narrower concept of science, it has
been no easy matter to develop suitable moral codes relative to the scientist's
behavior in society.

The codes tend to be quite general. They call upon engineers, psychologists,
doctors, etc., in addition to maintaining the objectivity of scientific investiga-
tion, to take ”due regard” to possible harms that may occur if certain applica-
tions are made. Generally the codes do not concern themselves with the
appropriate mode of investigation to determine whether or not harmful effects
will occur in the community as a whole.

  The Counter-Weltanschauung : The Perils of Science

There is at least a plausible view of the world of inquiring systems which says
that the politics of advising politicians and managers that have been folIowed
in the past are seriously inadequate. According to this world vie,w, there is a
growing danger that inquiring systems may be in serious trouble with respect
to the social community. The basic problem is the design-non-separability of
the components of the total social system; apparent improvements in one seg-
ment of the system often lead to situations that are more troublesome, or even
irreversible in their damage, at a later point in time. Our ability to create
nuclear energy obviously vastly enhanced our ability to ”control nature”; but it
also weakened our ability to ”control nature,” namely the nature of interna-
tional competition. Another example is the enormous advances that have been
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made in prolonging human life, advances certainly of importance to many an
individual; but as soon as the prolongation of human life occurs without any
concurrent improvement in economic or environmental conditions, the so-
called ”improvement” amounts to increasing the length of an impoverished
and suffering life.

The Weltanschauung says that modern science has now become the servant of
the politician. Since so much of politics is a dehumanized, anticultural kind of
nationalism, science has come to be a political conspirator in a vast social deg-
radation, the puerile selfishness of the international squabble.

It may be true, then, that inquiring systems are capable of developing highly
refined esoteric methods of evaluating their own output in terms of elegance
and generality. But the rest of society often comes to regard the inquiring sys-
tems as being either socially evil or, at best, a useless and highly subsidized eso-
teric activity of a segment of society. It's as though a group of artists set up their
own criteria for the beauty of their works and succeeded in spreading their
paintings across the landscape, thereby polluting the environment.

  The Contrasting Viewpoints 0f Science and Society

In other words, the esoteric scientist says, ”This is true, or as near to true as our
esoteric methods permit.” The rest of society says, ”It may be true in your eso-
teric sense, but since any exoteric application of it is either useless or harmless,
it is false in our sense.”

To the esoteric scientist, the viewpoint of the rest of society is either WJong or
irrelevant. The ”fact” is that nuclear fission takes place under such-and-such
conditions; no layman from the rest of society should even presume to know
enough to refute this fact because he has no knowledge of physics. But from the
exoteric point of view, the so-called ”fact” becomes a weapon, a threat, a power
of some kind; if the weapon, threat, or power is dangerous, then so is the ”fact,”
which is therefore ”false.” A politician could say that no physicist should even
presume to know enough to validate the fact because he has no knowledge of
politics. Suppose, now, the physicist replies, ”We must make a careful distinc-
tion between the validation of a fact by empirical means and the use of that fact
by society.” The astute politician's answer is: ”Why must we?” Indeed, there are
some very compelling reasons why we should not make any such distinction
because the two processes, validation and use, are non-separable in the total
system design. To make a distinction or not to make a distinction is itself a pol-
icy decision. In a way, the scientist tends to be unaware of the power of his
materials, i.e., ideas; ”merely” to distinguish between ideas is to do something
which is not mere at all. Remember, a ”fact” is a communal entity; to make it
communal is to bring it into the community, which may have all sorts of reper-
cussions.

  Inquiry into Exoteric Criteria : System and Behavioral Science

From the design point of view, suppose we accept the dialectic of the challenges
that external society makes of science, and assume that developing exoteric cri-
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teria is a top priority of inquiry. Now in some sense there seems to be no diffi-
culty in this regard whatsoever, In the last chapter we have pointed out how the
inquiring system is capable of extending its models and particularly how exten-
sions into the domain of teleological behavior appear perfectly feasible, Indeed,
in recent decades just such extensions have occurred in a number of different
types of inquiring systems-in operations research, behavioral science, systems
science, and so on, In these cases the inquiring system takes upon itself the task
of determining: ( I) the goals that a segment of society holds most valuable; ( 2)
the alternative means at the disposal of the decision makers; finally ( 3) it rec-
ommends the particular plan of action which it concludes is most satisfactory
to the segment of society that is relevant, This activity of the inquiring system
goes far beyond the policies of applied science mentioned above in connection
with engineering and medicine because now the inquiring system tries to
determine what the goals of the particular segment of society really are, and it
does not recommend in the spirit of .'all other things being equal,” Indeed, if it
fails to take as large a viev.'point as possible in terms of its capabilities, it can be
criticized by other scientists because of its failure adequately to state the prob-
lem. Thus a freeway designer who merely uses the criterion of speed of flow
through a highway artery can be severely criticized by his colleagues for his fail-
ure to recognize the impact that a particular design of a freeway may have upon
the surrounding communities or the dangerous features that may be intro-
duced, The new systems designers, the operations researchers and manage-
ment scientists, try to attain as full an understanding of the decision maker's
problem as possible. This they do by extending existing models of decision
making in greater and greater breadth and depth in order to encompass variet-
ies of goals, alternatives, and environmental constraints.

It is to be noted that this effort of the operations researcher may be an implicit
criticism of the other policies of science mentioned above, of advisory panels
and limited-scope applied science, In a sense, the operations researcher might
accuse his fellow scientists of selling their services cheaply so that the customer
gets a product that won't work,

In the case of the enterpreneur in western society, these efforts of the systems
designers may turn out to be remarkably successful, Here the goals can often
be subsumed under the generalized heading of ”net profit,” or a suitable exten-
sion of this concept, like cost-benefit analysis, across a long period of time,
Other goals of the society in which the entrepreneur exists can be represented
by various limits on the entrepreneur's choices, so that he is constrained, for
example, by certain legal forms, by considerations of safety, and so on. Subject
to these constraints, the systems designer attempts to develop a plan of action
which will maximize the profits of the entrepreneur over a period of time.
Efforts of this sort have already brought about a revolution in manufacturing
policies and to some extent in the marketing and financial policies of corpora-
tions. A somewhat similar but differently organized effort has taken place on
the part of certain behavioral scientists who have attempted to study the ways
in which men create decisions together and to suggest organizational changes
and changes in personal relationships which will create a more effectively oper-
ating organization in terms of the organization's objectives.

In all of these instances the scientist undertakes a task of far greater magnitu-
dethat any applied science has ever tried before. There seems to be no limit to
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the size of the system to be studied in attempting to develop a plan of action.
Nor can the scientist in this instance any longer regard himself as being
detached from the decisions that are made. Even if he himself does not make
the decision but only makes a recommendation, he assumes as heavy a respon-
sibility as the decision maker does, once he makes his recommendation in the
form of a particular plan which he considers to be best.

The management scientist often discovers that what he considered to be a suf-
ficiently closed system for the development of an optimal plan turns out to
have facets and modifications that he had never suspected. He finds, for exam-
ple, that people identify with their roles in a certain manner, so that when new
courses of action are suggested, their most typical reaction is to look at their
particular role and the way in which it will be changed if the new plans are
adopted. Top management may believe that the total organization is striving to
maximize some function of money. But the individuals in the organization may
also attempt to maximize a particular kind of relationship they hold to the
organization. The latter may very well be threatened by a plan which increases
the total organization's effectiveness. These people, therefore, resist any sug-
gestions for change. Since they are often in abetter position than the scientist
himself to conduct internal politics within the organization, they can often sti-
fle the proposed plans for change by various internal organizational mecha-
nisms.

Although the models of science discussed in the last chapter can be extended to
include teleological behavior of the sort just described, it is doubtful whether
any of the current extensions reach in sufficient depth to understand the moti-
vations of the people who live in organizations, and as a consequence many of
the existing models that have been developed for ”optimization” simply fail to
provide the basis for improvement. It is clear that chances for acceptance of a
recommended course of action depend in part on the way the inhabitants of
organizations perceive the recommendation. If they perceive that the recom-
mended change will leave the organizational structure and the roles within it
more or less invariant, then there may be relatively little opposition to a change
and little political struggle to thwart it. For example, suppose an operations
researcher develops a linear programming method for the scheduling of a pro-
duction plant. But the recommended plan of action, elaborate though it may
be, and to some extent mystifying in the eyes of many of the people in the orga-
nization, may not be resisted simply because the members of the organization
do not perceive that the recommended course of action in any way threatens
their own position. They may even be somewhat awed by the elegance of the
underlying mathematics and consequently pleased with the notion that they
might support a change in the organization based on such a marvelous mathe-
matical elegance of reasoning.

But this turns out to be a rare story. Changes that are not perceived to imply
organizational changes are usually of a fairly trivial nature and amount to small
improvements in terms of the goals of the organization. Far more difficult
problems occur when the suggested changes in the organization involve the
mysterious unconscious and conscious goals of various persons and groups of
persons within the organization. It is simply the case that we at the present
time have no real insight into the adequate design of an implementing inquir-
ing system, that is, a system capable of carrying on its inquiry so that the imple-
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mentation of its exoteric (recommended) conclusion will occur with maximal
success.

  Who Learns, Society or Science ?

The feeling tone of the last paragraphs was intentional. It says that science has
much to contribute, and needs to extend its mode of inquiry into certain
aspects of the social domain. In the next chapter there is a story of one such
attempt. The story is told as though this were an experiment to determine what
psychological and social factors prevent the implementation of science's find-
ings. It's the same question that people raise when they ask why there is so little
”technological transfer,” why perfectly sensible innovations don't become
adopted. The idea seems to be that if we can find out what prevents society
from learning what's good for it, we can work on these blockages. We (the sci-
entists) can educate them!

But you can also read the story another way. The subjects in these experiments
were also rather astute inquiring systems who were trying to learn about them-
selves and the experimenters. The counter-Weltanschauung says that the sub-
jects have a better model than the experimenters, perhaps a model that is not
an extension of teleology and probability. If so, it is the experimenters who
have benefitted from the transfer. The idea of convincing the public to accept
the Supersonic Transport may be twisted around the wrong way; the public
knows what the engineer and his political allies have yet to perceive: the SST
doesn't fit into the future.

In view of the ever-expanding scope that the planner is required to consider,
and of his inability to apply existing designs of inquiry to handling the enor-
mous problems of scope, it is only natural for him to think in terms of a kind of
faith about the future. He will want to believe that his failure to consider every-
thing relevant will not end in disaster. He will want to believe that his plan is
better than no plan, and is the best that men can find in the present circum-
stance. He will want to believe that most men can be trusted to have sufficient
regard for each other so as not to undertake the wanton destruction of each
other . In fact, he will need, this planner, a kind of faith in nature, a hope for his
plan, and a charity with regard to his fellow men. He will need to incorporate a
religion into his inquiring system. Can he do this without fundamentally
changing the design of the system? Can religion be modelled by one of the
existing Weltanschauungen of inquiring systems?
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Chap 12: Implementation: An Experience

There is nothing contained in the meaning of experience that is not

already to be found in the meaning of experiment.

-HENRY BRADFORD SMITH

  Two Educational Theories

One way to look at the design of inquiring systems is to regard the theory of
their design to be a theory of education. One traditional theory of education is
modeleu along the lines of a Leibnizian-Lockean inquiring system: the mem-
bers of the established community initiate novices into the community and
develop their fact nets. Consciously, at least, the process is one-directional in
the sense that the teacher instructs the pupil to agree to the agrecments of the
community. Of course, ”instruction” does not mean a forceful imposition, but
rather a guidance to the pupil who of his own free will decides that the teacher
is right, Another theory of education asserts that the process should be two-
directional: both parties are teacher and student, Furthermore, there is no ter-
minal point of the process (e.g” agreement) , but rather an enlargement of
understanding, or a revision of the image, or any of the other changes dis-
cussed in the design of Singerian inquiring systems,

  The Plot

We can begin the story with the first theory of education. The situation is
designed as follows: a group of five persons is given a task to perform (essen-
tially, a problem to solve) where the right performance is not easy to see. The
designers of the situation (the ”experimenters”1) form a Lockean community in
the sense that they agree on the solution on the basis of their expert opinion.
They select one member from the group and teach him the ”solution,” so that
he, too, agrees. The rest of the group do not know that there is a ”stooge” in
their midst who has been taught by the experimenters; they regard him to be
like themselves, just one of the group struggling to perform the task. The edu-
cational process which the experimenters wish to observe is the manner in
which the stooge teaches the organization the solution while the organization
itself is busily at work. This process is significantly different from the process
where a teacher stands in front of a class; the class supposedly recognizes that
the teacher is an expert and that the student is there to learn from the teacher.
In this situation, on the other hand, the other members of the group do not rec-
ognize that the stooge is an expert, at least at the outset, and most emphatically
they do not see that they are there to learn from him. Rather, they are there to
perform a task.

1. Philburn Ratoosh, myself, and many graduate students. For one ”complete” experimental run see 
Huysmans (1970).
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This situation was designed to simulate an expert, e.g., an operations
researcher, in an organization where the expert believes he has a solution to a
critical problem and sets about trying to ”implement” it. Typically, the organi-
zation does not take it for granted that the expert is right; furthermore, the
members are busily engaged in performing their functions and do not think of
their roles as being students of the expert. In most of the experiments, the spe-
cific design was as follows: Each member of the group receives a set of instruc-
tions which tell him that he is an officer of a firm which makes three products,
labeled P, F, and B (pencil, fountain pen, and ball-point pen). It functions by
assembling these items from purchased raw materials and by setting a price for
each product. Cost and time information is supplied (e.g” labor costs, produc-
tion rates, inventory carrying cost, cost of raw materials, etc. ) . Furthermore,
there is a record of prices and sales of each product for the past twelve periods.
There is no advertising and one can infer from the past ”sales vs. price” that
there is no competition, because if sales are plotted against price, the relation-
ship is clearly linear.

The information given in the instructions is complete in the sense that, using
certain very plausible assumptions (e,g” that the sales-price relation will
remain linear) , one can derive the optimal decisions for purchasing raw mate-
rials, scheduling production, and setting prices so as to maximize profits. The
information and the assumptions are reliable in the sense that if the subjects
follow the optimal they will indeed maximize profits.

Like the mathematician in the chapter on Kantian inquiring systems, one could
regard the group's task to be one of maximizing a polynomial subject to certain
constraints, However, it is safe to say that very few subjects ever represented
their task in this manner .

  Independent Variables

In most of the experiments the subjects communicate by written message and
do not see each other; hence the strategy of the stooge can be programmed, and
therefore modified in various ways, while the basic structure remains the same.
The experiments themselves were a part of another educational process. Over
several years, graduate students in an operations research seminar at Berkeley
designed different strategies for the stooge, as well as modifications of the basic
design, and ran the experiments. The educational aim was to provide the stu-
dent with some insight into the human side of operations research: how busy
people react to technical recommendations.

The following is a partial list of the designs the graduate students invented:

1. Organizational structure (e.g” centralized [one decision maker] vs. decentral-
ized [one decides price, one production schedule, one raw material purchas-
ing, one investment policy, and the fifth is a coordinator] ) .

2. Aggressiveness of the stooge (a domineering vs. accommodating attitude) .

3. Friendliness of the stooge (measured by having the subjects meet before the
experiment and discuss asocial problem – actually the research and devel-
opment problem of Chapter 7 – and then judge which of the five they liked
most; subjects met face-to-face on occasion) .
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4. A ”follow-the-leader” environment (with the idea that if some other group is
visible that is using the optimal policy, the subjects will follow them. There
are three companies, X, Y, and Z; X has the subjects, Y is a dummy company
which simulates the behavior of other groups in the past, and Z is the ”opti-
mal” company. There is an industrial journal which publishes articles on
”how we set prices” or ”how we schedule production,” to which the subjects
contribute. The y and Z articles are simulations, Z's containing the optimal
solution, y's being vague and general) .

5. An infonnation system geared directly to the model (for example, the cost
the group incurs in a period for holding inventory, for setups, etc.; since the
typical accounting calculation of net profit is irrelevant, it is not reported) .

6. A labor union (to put pressure on management to make more profit; subjects
meet with the union members).

  Results

Traditional reports of experimental findings are designed like detective stories;
one waits until the end to see what the story is all about. But in this case it's
very hard to identify the hero and the villain, since the results of the experi-
ment were as much about the designers as they were about the subjects.

One objective of the designers was to detennine whether a given ”independent
variable” facilitated the ”implementation” of the solution i.e., improved the
educational process. Now in Chapter 1 it was argued that ”knowledge” implies
the ability to pursue a goal even when the situation changes. The experiments
were a direct application of this concept. We distinguished between ”accep-
tance” and ”knowledge” (or ”understanding”) of the solution. The solution was
accepted if the subjects followed its prescriptions up to the close of the experi-
ments. If they did follow them, then some slack time was created on the assem-
bly line. If the subjects asked, they were told that they could make another
product Q (for quill pen), and were given the same kind of basic data they
already had for the other products. But now the stooge excused himself, and
the subjects had to try to adjust the method they had been given to product Q;
if they did so, they were judged by the designers to have understood the solu-
tion. (It was amazing how often the subjects, who were business school stu-
dents for the most part, adopted a ”cost savings” attitude; instead of asking for
away to utilize available facilities and reduce overhead on each item, they
thought of ways to cut labor costs by reducing the number of shifts. )

  What Was Learned About the Subjects

If one takes an overall count of the experiments and compares the net profits of
”control groups” without stooges (normally run in each case ) with the net prof-
its of groups with stooges, the control groups tend to do better. That is, in the
overall picture, the presence of the ”man-ofknowledge” did not help and might
have been a hindrance. However , this result may be deceptive, as are all exper-
imental results; some of the experiments (like the aggressive stooge) may have
produced a situation where the stooge was an active irritant.
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Acceptance did occur occasionally, but was tenuous, the subjects often revert-
ing to their own style in later periods. Understanding also occurred, but rarely.
In the order of the independent variables given above, the results ran as fol-
lows:

1. Only one organizational form, the decentralized, could be maintained; the
subjects could not tolerate the authoritarian form and revolted against the
leader. When we tried the ”team” approach where each voted on all deci-
sions, the subjects spent the first two periods losing money fast while they
debated on how to organize themselves.

2. The aggressive stooge was effectively cut out of the communication channel;
the results were inconclusive for the stooge who pretended that he was
merely following through on the other fellow's excellent idea. 3. The
”friendly” stooges were able to gain a degree of understanding, the
unfriendly were not, a result that needs a lot more analysis before it says
anything meaningful. ”Friendly” might mean ”respected for one's opinion,”
in which case the result is not surprising. At one point in this experience,
when I thought that no one could understand the solution, I personally
handed it to one group made up of my own students and told them it was a
good idea; they implemented it. (Was I ”friendly”? )

4. The group did not follow the leader at all; instead they seem to have regarded
Z as out of their class. But they took Y, the simulated ”normal” group, to be
their chief rivals, and tried to do better than Y. 5. This one frustrated the
subjects greatly. They could not go on without a profit-and-loss statement;
they ”knew” from their training that every manager needs such a thing. The
operations research-oriented data meant very little.

6. The labor union partially demoralized management: no significant change in
implementation.

  What Was Learned About the Experimenters

One of my students described the experiments as the ”wild, wild West.” The
experimenters couldn't make up their minds whether they did or did not
believe in traditional designs of inquiry. Thus they replicated, used control
groups, tried to measure implementation, and so on. But the tasks and the
environment were much too complicated to know whether everything was the
”same” in a replication. Indeed, if the variance between replications is small in
experiments of this type, it is just as uncertain what the inquiring system's pol-
icy should be as it is when the variance is large. If we take an Hegelian overview
of the whole scene, in which we observe experimenters observing subjects, the
results are quite striking. The experimenters are trying to impose a very strong
legal structure on a ”micro community” (Cowan, 1965). The laws of this com-
munity are really quite fantastic. Not only does the law tell you where to sit,
how to communicate, what to read, but it also tells you what your (temporary)
goals must be (in our case, to maximize the firm's profit) . Furthermore, you
are not permitted to ask why the law should hold, nor why the goals are impor-
tant. If the variance is small between replications, what does the experimenter
look like, according to the overviewer? Why, he must look like someone whose
central purpose is to set up an environment in which people comply with a set
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of rules, regardless of race, sex, background, and so on. Now if the situation
were a game these people liked to play, then the experimenter would approxi-
mate his ideal. So the most plausible way to represent the business of the
experimenter is that he is concocting games. If the variance is small, he is suc-
ceeding in getting people to play his game; if it is large, then his rules don 't
work well.

The other feature the overviewer sees is that the experimenter wants very much
to have other people in his Lockean community recognize that his game is ”like
reality.” He's like a chess fan who wants people to see that chess is like war, so
that taking a pawn is like wiping out a battalion, more or less. Mostly less. The
overviewer is apt to let his sense of humor take over: decision-making experi-
ments are a joke, in our case a practical joke played by the stooge.1

To the experimenter, who like anyone else can also become an overviewer, this
reaction to his experiments may seem unkind and rather irrelevant, if not
irreverent. He sees enough similarity between his game and some real-Iife situ-
ation to make a bold inference to reality. The argument is a familiar one= what
must the whole social system be like for a decision-making experiment to be
informative about how decisions are made or ought to be made? We note
another familiar theme as well. The experimenter must isolate some aspect of a
total decision-making system, or else the experiment is unmanageable. He
therefore makes the same old assumption of design separability we have dis-
cussed so often. He must be a metaphysician if he wants to be self-conscious.

Personally, I found both these and the dialectical experiments of Chapter 8 to
be rewarding and frustrating. After some time, I came to regard them as an
educational technique for subjects, students, and teachers (not really distin-
guishable!) . It is a technique which is very promising, terribly difficult, almost
impossible to evaluate. In fact, it's just like any other plausible technique of
education. 

1.  See ”The Humor of Science'. in Churchman (1968)
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Chap 13: The religion of inquiring system 

  The Need for Religion in the Inquiring System

One theme that emerges from the discussion of the last chapters is that an exo-
teric, or implementing, inquiring system has no safe and assured pathway
ahead. It lacks any objective evidence that its proposals are sound or that its
method of measuring its performance is a real guide to its future. But the infer-
ence to be drawn is not necessarily a pessiplistic one. There is much to be said
for a faith in our future and a hope that inquiring will serve man well. Faith and
hope are concepts of religion, the next place to visit on our circumambulatory
walk.

But it mlJst seem to those who reflect on the formal structure of science and its
methods that bringing together the concepts of religion and of science is a reac-
tionary movement. This is largely because the inquiring systems that underlie
our religious life in the western world have their own highly developed systems
of inquiry, which in certain basic respects are very much at variance with the
whole spirit of science. In part, the difference is due to the particular role that
so-called dogma plays in religious inquiring systems. Superficially one might
feel that in the religious inquiring systems, certain dogmas are stored in the
central generalizer of the system and can never be displaced or modified,
whereas in the so-called scientific inquiring systems, any generalization is sub-
ject to modification or even rejection as evidence produces doubt in the
”dogma.” 

If we go a little deeper, however, it is perfectly clear that science has its own
dogmas, which maintain themselves in an astonishingly strong way despite the
accumulation of various kinds of arguments and evidence against them,
whereas religion, on the other hand, does modify its so-called dogmas in the
light of various kinds of evidence, even the evidence collected by science itself.
Examples of both trends are the struggle to maintain the dogma of the ether in
physics in the early part of this century, and the changes in procedural dogma
of the Catholic Church in the last two decades.

  Obstacles to a Religion of Science

It is therefore probably a deeper insight into the nature of the barriers that sep-
arate science and religion to recognize that religion makes use of a Weltanscha-
uung which since the days of the rationalist has ceased to have significance in
the scientific community. In Chapter 10 we discussed the three basic Weltan-
schauungen that are of chief importance to the scientific community today, the
Democritean, Aristotelian, and Carneadean, and their so-called “extensions.”
The religious Weltanschauung, on the other hand, describes a certain kind of
relationshipsuch as love, adoration, and obedience-between men and other
men, or between men and some superior being, or between men and “Nature.”
It is not clear to the scientist how any extension of teleological models could
possibly translate the meaning of these relationships. Of course, a scientist like
William J ames in his Varieties of Religious Experience can describe how peo-
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ple experience their religious life, and he can do so by an appropriate teleologi-
cal model. But here the scientist is the overobserver telling us how observed
people behave. The scientist, as a scientist, has great difficulty in seeing himself
as a religious inquirer; he sees no clear way of subsuming science under a reli-
gious representation.

Every now and then, it is true, the scientist ”steps over” into the religious area,
at least in the imagery that he uses to explain his own theory. An excellent
example of this “step-over” occurred with the advent of game theory in the late
1940's and its application to statistical theory of testing hypotheses. Game the-
ory originally considered the relationship between a set of players with individ-
ual motivations and their interaction within the context of rigid rules of
behavior governing the pay-offs to the individual players. It was only natural
for the statisticians to adapt the notions of game theory to the testing of statis-
tical hypotheses by conceiving of “Nature” as a player in a game against the
experimenter. The .'religious problem” is to determine what characteristics of
benevolence or malevolence to assign to “Nature” in the game between the sci-
entist and his great opponent. Of course this imagery may have been merely a
convenient way of describing the strategies used by the statistician in drawing
conclusions from a set of data. But nevertheless the justification of the strategy
seemed to depend on conceiving of some kind of a Being who stands outside of
the inquiring system and exercises control over its inputs. This is a crude reli-
gion of science, to be sure, , but nevertheless it has some of the characteristics
which we wish to discuss in this chapter.

The Science of Religion and the Religion of Science

On the other hand, there have naturally been attempts from the religious side
to ”step over” and to found a ”science of religion.” People like the humanists
who have been impressed by the great successes of science in the modern age
have often been persuaded that the methodology of science can be applied to
areas other than the typical ones where its success has been most marked. They
believe that the so-called objectivity of scientific method can be extended to
religious issues, However, none of these attempts to found a ”science of reli-
gion” has been particularly interesting to the scientist himself.

From the viewpoint of the present position of science, however, it seems to be
far more important for the design of inquiring systems to discuss the religion of
science rather than the science of religion. By analogy the same remark could
also be made of the development of a ”science of management,” which is an
attempt to extend the methods of science to the problem of managing; of far
greater significance, however , as this book attempts to point out, is the devel-
opment of an adequate basis for the management of science, i.e., the design of
inquiring systems. In the religion of science are included the ideas developed in
Chapters 2 and 3, namely, the guarantor of the inquiring system. Specifically,
in the case of the Leibnizian inquiring system, the religious part dealt with the
proof of the existence of God, who then guaranteed that the so-called ”fact
nets” would inevitably approach unique solutions. In Leibnizian inquiring sys-
tems it was held that the designer must be able to apply the procedures of the
inquiring system to the verification of the processes by which the religious
component of the inquiring system acts. Thus Leibniz thought he could extend
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the imagery of the inquiring system to encompass religion, but our discussion
led us to reject his extension as a valid design.

We should note that the designer of an inquiring .system might simply reject
questions of ultimate guarantees as being in some sense ..meaningless” from
the point of view of his concept of information and question-answering. But
such a designer does not escape the religious issue. He must consider the ques-
tion of the survival of the inquiring system. If he regards the question to be
meaningless, then he must have a theory to substantiate his claim. His skepti-
cism or agnosticism becomes his religious base.

  Faith

Whenever I am so lucky as to get a scientist to talk about the survival of
inquiry, I find he typically speaks of his faith in the enterprise. Leibniz's ”proof”
of the guarantor has been replaced in modern times by the much vaguer, but
perhaps much more deeply felt ”faith.”

If we look at faith from the design point of view, we ask whether a faithful
inquiring system is better than a faithless one. And here a teleological answer
may be at hand. Suppose we simply say that the inquiring system may be
designed to believe or not to believe any statement it examines; since this is a
choice, the designer needs to know which choice is better in terms of the sys-
tem's goals. The designer can argue that an inquiring system with faith in its
future must be far better than one that looks upon the world of the future in
terms of its own destruction. So despondent an inquiring system could do no
better than to close its doors and commit an appropriate type of suicide. The
decision is analogous to that of a gambler playing at very heavy odds. Suppose
he is permitted to gamble his fortune in favor of a very uncertain event against
the possibility that if he loses, he loses his life. There can be no point whatso-
ever in betting for one's own destruction, no matter what the odds. No matter
how slight the chance, the gambler must in some sense have faith in the one
possibility that is favorable to him. The argument is reminiscent of Pascal's
argument for faith in the doctrines of the church. His point was that if the
church were right and one chose not to adopt its faith, then one spent eternity
in limbo or hell, whereas if the church were wrong, and yet one adopted its
faith, one's soul either did not survive or its fate was determined in any case. As
a consequence, one should gamble on the only possibility for gain.

This argument has very much the flavor of a formal logician's mind at work,
and one can readily suspect its very basis. Indeed, its conviction simply disap-
pears once one realizes that if the world has no guarantor, there are really
many things that the human being may appropriately do that he would pot do
in a world in which there is a guarantor. Suicide is only one of the possible
paths open to the human being in a guaranteeless world; pure play, rampant
sadism, free love, are only a few of the choices. Indeed, the gambler representa-
tion of faith is based on a teleological theory of long-run goals; it is irrelevant if
long-run goals are senseless and immediate existence is the highest value.

No, it must be possible to develop the religion of inquiring systems far beyond
the very simple-minded type of faith described in terms of the philosophy of
ga~bling. Faith based on gambling theory is psychologically so superficial as
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not to merit a mature consideration on the part of the human inquiring system.
It is at best the faith of a puer eternus, the playful boy whose spirit often finds
its way into the activities of the scientific community. The serious designer of
inquiring systems, on the other hand, must look for a deeper basis for the reli-
gion of his system. It is a problem demanding a self-reexamination on the part
of the inquiring system. If we were to use psychological terms, we might well
say that the problem of the religion of science is a problem of the inner life of
science.

Now we have already been spending many pages in the development of this
inner life of the inquiring system. The pathway that stretches from Locke's con-
cept of information to Singer's is one of great significance in our discussion of
the matter of the faith and religion of science.

  Inquiry Revisited

Hence, it will be wise to return once more to the concept of inquiry to see what
the excursions through various designs have taught us, and thus to understand
how faith might fit into our experience. Implicit in Leibniz's notion of inquiry is
the development of clarity; the inquiring system struggles to find a connection
between the various perceptions it has stored in such away that the entire pic-
ture of its perceptions becomes clearer and clearer. What gives the Leibnizian
inquirer its particular characteristic of inquiry is the concept of God, because
God plays not only the role of the guarantor of the convergence of the nets of
contingent truths, but He also stands for the ultimate objective of all of the
activities of the inquiring system. Only God perceives the world with perfect
clarity. If we add to this consideration the modern systems idea that all compo-
nents of the system are strongly non-separable, then no creature less than God
perceives anything with perfect clarity, not even the proof of God's existence.
Indeed, we might plausibly argue that in a strongly nonseparable world, all
contingent facts are equally uncertain: the existence of God is as certain or
uncertain as the correct means to bring about world peace.

Thus if we apply some contemporary systems analysis to rationalism, it is
apparent that it would be a contradiction in terms to expect the human being to
have attained an absolute proof of the existence of God or of His characteris-
tics. Whatever proof the inquiring system may attain concerning the existence
of a supreme being, this proof itself must be subject to the eternal doubting
that characterizes the rational inquirer. Thus in Leibnizian inquirers faith is
needed to supply the gap between man's ability to perceive and perfect clarity.
In the case of the supreme being, proof is errorless; in the case of man, it is
always capable of error. What man requires in order to communicate with his
God is some kind of faith that will compensate for man's fundamental inability
to attain perfect proof.

In Lockean inquiring systems the relation of inquiry and faith is different.
Since a strong Lockean system accepts the simple sensory inputs as data that
are never to be modified, then there can be no faith associated with the sense
data themselves, nor does a pure Lockean , system seem to require any religion.
It may be a matter of con1plete indifference to it whether or not the sensory
inputs represent reality in any sense, or whether its continuous struggle to
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accumulate more and more information will prevail. It simply goes on creating
pictures of the world as it senses the world, apparently without regard to its
own destiny or even to the ultimate validity of its own findings; it may even
believe that questions of ultimate validity are meaningless.

It is also true that in the Kantian inquirer, God does not enter into the empiri-
cal program of man's attempts to understand the phenomenal world. In the lat-
ter part of the first Critique Kant attempts to show that theological concepts, as
well as the concept of faith, are not essential a priori foundations of an empiri-
cal science. They only become fundamental and essential when the inquiring
system turns to questions of its own will and of the nature of the world in-and-
of-itself. These questions, for Kant, lie beyond empirical inquiry.

Therefore, in the case of the pure Lockean or Kantian inquiring systems, mat-
ters of religion and faith clearly belong to the system we call the ”whole man,”
but they appear to be of no concern to that part of man which deals with his
empirical inquiry. The appearance, however, becomes an illusion once the
inquirer sees that his ”pure” inquiry rests on an agreement among members of
a community. We argued that empirical inquiry becomes meaningless unless
agreement obtains, and that the existence of agreement is not a simple input.
Indeed, the Lockean and Kantian inquirers require a faith in the existence of
agreement, since they cannot empirically establish its existence.

We have already seen the strong role that fajth plays in the Hegelian and Singe-
rian inquiring systems, which add self-consciousness to the design. We can
conclude, then, that faith is an integral part of all inquiry, just as deception is.
Faith and deception are two sides of the same process.

  The Many Sides of Faith

But does this conclusion say very much? It does if the designer takes its mes-
sage seriously because it says that the wise designer who uses history as a guide
will perceive that the history of faith and religion is an enormously important
resource for the design of inquiring systems. We have already seen how the
imagery of the hero myths can be used to enlighten the mysterious mood of the
individual who in the midst of plenty and satisfaction undertakes the perilous
journey.

Three other examples should suffice to illustrate the power of religious imag-
ery. In the first pages of this essay, the idea of the creative act was introduced,
and we asked ourselves whether it could be ”designed.” We can now recall the
story of Poincare, who had for a long while been trying to solve a difficult math-
ematical problem. Suddenly, when he was in the midst of the very mundane act
of stepping on a bus, the whole solution flashed in his mind; as Spinoza would
say, he not only knew the solution, he knew he knew it. But what was the flash
of insight? It's not very helpful to label it ”intuition,” nor to say that it was the
result of ”unconscious thinking.” It seems far more revealing to say not that the
solution flashed in his conscious mind, but rather that God spoke to him. Why?
Because once the designer gets the idea that the creative thought is the voice of
God, then he looks to the past to find the many ways in which other designers
have tried to listen and speak to God: prayer, meditation, love, and so on. This
”fourth-box” imagery is not teleological in the classical sense, though the
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designer's exploration may eventually enable him to relate teleology to the reli-
gious experience of communicating with God.

Have enough patience to listen to the other examples. Many scientists these
days extol the virtue of basic research which has no apparent purpose other
than to reveal some aspect of nature. In the eras of costcutting, they urge the
funders to support them because who knows what fruits basic research may
eventually produce; they go on to mutter about transistors, atomic energy,
polio vaccines, and biochemical warfare. What a crass way to defend the glory
of basic research! It's much as though a devout Catholic defended his devotion
on the grounds that he doesn't want to go to hell. Why not say, instead, as our
forefathers did, that basic research is one of the finest ways we have of glorify-
ing God? A deep and significant finding about the origin of rock formations is
as glorious a way to worship God as a mass, or sacrifice, or prayer, or drama.
The designer may begin to see ways of appreciating basic research which were
never open to him before.

This is the third example. At the end of his essay on astrology in the Encyclope-
dia Britannica ( 1970 edition) , Benjamin Farrington tells us that: ”as a serious
and systematic world view claiming the allegiance of many of the best intellects
in every rank of society1 astrology is dead.” Farrington wrote his piece at a time
when Jung and others were finding in astrological imagery a rich gold mine of
insights into the nature of the human psyche and its relationship to nature.
Astrology rides again!

  The Counter Thought

But all this is becoming much too direct for a circumambulatory walk. Science
has spent many centuries in building its edifices and establishing traffic con-
trols to keep the rabble out: the fanatics, opportunists, crackpot researchers,
and just plain nuts. Even the Jungian heroic adventure looks perilous in this
regard. Although Jung himself kept extolling the virtues of empirically sound
concepts, nevertheless the imagery he allowed into his thinking constantly runs
the danger of meaningless proliferation. Once we say that an ”archetype” may
play a significant role in our unconscious life, and that one should look into the
myths and other religious materials of the past to ”find” the archetypes, then
there seems to be no end to the game. There is the archetype of the Great
Mother, the Senex, the Puer, the hero, the beautiful maiden and her beast, the
clown, Narcissus, Hyacinthus, . . . Even lung's ”collective unconscious” is at
best suggestive, especially since no one to date has been able to capture the
meaning of either personal or collective consciousness. Singer suggested that
we return to the original meaning, ”being knowledgeable with,” which is the
essence of Hegel's mind-observing-mind. But the formal definition seems far
from capturing the experience of individual consciousness.

Should the designer run the risk of allowing charlatanism to get into the
meshes of the system in order to gain deeper insight into creativity and basic
research? It's safe to say that only the heroes will dare submit papers to Behav-

1.  Our old friend, the Lockean community!
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ioral Science which use models of man-communicatingwith-God, or alchemical
imagery. And since the reviewers of the hero's article interpret their role to be
the fight against vagueness and charlatanism, his article may never be commu-
nicated.1

All this is but another example of the eternity of the dialectic, in this case the
eternal contrast of conservative and radical {which is conservative, which radi-
cal depends on the designer of the dialectic, of course) . The dialectics of ideal-
ism-realism, mind-matter, determinismfreedom are never resolved, but they
may take on new forms or even richer forms if one accepts the Hegelian con-
cept of progress. Indeed, Hegel's own favorite dialectic, the specific vs. the uni-
versal, is a fundamental one in this essay: to understand how to design a
system one must understand the whole system; on the contrary, to understand
how to design a system, one must understand the unique individual.

Our teleologist, brave man, would like to step into the fight over the appropri-
ate models of the inquiring system. He'd like to assess the costs and benefits,
the assurances and risks, of extending inquiry's imagery to myths and religious
experience. Thereby, he thinks, the debate can be ”resolved.”

  Another Reflection

Thus, he thinks the synthesis of the dialectic is teleological: balance the risk
{cost) of religious imagery vs. the benefit of historical insight where cost and
benefit are measured in terms of the aims of the inquiring system. But why
should the inquiring system have any ”aims” at all? Who told the designer that
it must be teleological? Teleology is a mixture of good and bad, benefit and
cost, assurance and risk. Why shouldn't the inquiring system be pure, a non-
decomposable entity? Or, if love is the greatest of the three, greater than faith
and hope, what of love and the inquiring system? Love and purpose are anti-
thetical, are they not? Love is antiteleological, surely?

1. But Ian Mitroff (1971) has been trying to bridge the gap between science and mythology.
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Chap 14: Pure inquiring system: 
Antiteology

  The Boundaries of the Inquiring System Revisited

In the earlier pages of this book we raised a question which we have repeatedly
considered ever since-namely, the maximum size of an inquiring system from
the designer's point of view. In considering the question, the designer must
take into account various aspects of the world which might influence the per-
formance of the inquiring system; if he feels that some of these aspects of the
relevant world could themselves be subject to redesign, then he is forced to
regard such aspects as ”parts” of the total inquiring system. Thus the politics of
a given government might very well become apart of the inquiring system if: (
1) the politics generates the allocation of funds for research; (2) the designer of
the inquiring system feels that the political systems of the country can be
changed by his design.

Nor does the so-called basic scientist escape this implication of systems design.
He may vastly prefer to confine himself to his laboratory and the kinds of activ-
ity for which he is most excellently trained. Nevertheless, if outside of the labo-
ratory doors a political activity threatens the survival of his particular
intellectual interests, then perhaps he may be forced to regard these external
political activities as more of a challenge to his own work than a colleague's
criticism of one of his theses. He cannot think that his own work ends at the
end of his own career because the pursuit of knowledge is endless.

The designer of inquiring systems is therefore obliged to consider what activi-
ties he should undertake which guarantee that the work that he is conducting
can be continued in another generation. The impact of the ”imperative” of the
Singerian inquiring system in this instance is an imperative given to us by the
coming generations. They demand that today's scientist pay attention not only
to his own specialized work, but to the whole social and political environment
in which this work occurs, so that they may also engage in similar enterprises.

Not only have the inquiring systems today become larger in the sense that the
designer must consider many more aspects of the social and natural world than
he ever has before, but the interrelationship between the parts seems to
become more and more intricate and significant. With the advent of world
nationalism, the various parts of the world feel a strong and reasonable incen-
tive to declare their rights, to defend their peoples, and to extend the domain of
their own particular interests. Within each of the nations there are threats of
various sorts. There are those who fear the onslaught of communism in the
West or of capitalism in the East; they try to thwart any type of activity in which
they see the least sign of a swing toward what they regard to be an undesirable
political philosophy. They do this partly in terms of their own interests, partly
in terms of their own kind of information which, like all information, is con-
verted into the particular framework in which they view the world. Usually
these political interests are narrow in the design sense because they wish to
correct one aspect of the social world, e.g., the tendency toward communism or
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a loss of rights within the political state. As a consequence, the inquiring sys-
tem must inevitably become closely related to various aspects of society, and
these aspects are to be considered as parts of the inquiring system from the
design point of view. It was this condition which brought about the specula-
tions concerning implementing inquiring systems, and led us in the last chap-
ter to discuss the religious life of the inquiring system.

As we noted, the problem of system boundaries arises because of the teleologi-
cal orientation of the designer. The designer wishes to create a system which
will function in accordance with certain standards that will eventually lead to
improvement. The teleological model demands that the designer consider
those aspects of the world that will influence ”success” or .'failure,” and further
demands that he consider to what degree he himself can change these aspects. 

  Antiteleology : The CounterW eltanschauung of the Designer

Such at least is the concept of design which has so far guidea us in this book.
But, as we pointed out in Chapter 7, if the inquiring system is Hegelian, it must
have the ability to look at itself, and this ability implies that the inquiring sys-
tem can in some sense construct the opposite of its own image. That is to say, it
has the capability of asking itself what an inquiring system would be like which
did not function according to the basic principles of its own design. This is the
way the system looks at itself. Otherwise the basic principles of its design
become tautologies or meaningless aspects of its own life. Now the opposite of
the kinds of design that we have been discussing in this book would be an
inquiring system that did not consider its performance in terms of goal-seeking
behavior. It would find its life in its own activities and not in what they imply.

The philosophy underlying such inquiring systems is not a new one. It has
come down to us through the ages in various forms and in various kinds of
expression. It is the philosophy that underlies a man's feeling of direct satisfac-
tion in performing a leisure-time activity such as archery or golf, where the goal
is not to behave so as to win; rather, the activity is good in itself. It is also the
activity of the artist painting a picture, the musician composing a sonata, or the
scientist engaged in a type of discovery about nature which fascinates him. It is
also the mood of the religious man in his contemplation of the infinite, or of his
own inner self, or of the moral man who is honest because honesty is a final
good. In this philosophy it is meaningless to ask what a particular activity
implies in terms of ”more ultimate” goals. Activity is a 'value in and of itself,
and what occurs in the activity is all there is to be said about the value of the
activity. If another man appreciates the paintings of someone else, then the act
of appreciation, whatever it may be, has its own inherent value and has no rele-
vance whatsoever to the value of the painting. One does not count up the
instances of pleasure gaine.J by an artistic creation or a technological develop-
ment. Whatever value these may have occurs when the act of their creation
takes place. 
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  Teleological Rebuttal Number One

As we have repeatedly seen, there is no way to restrain teleology. Many people
these days tell us that participation in community life is a good in itself; but as
soon as the teleologist senses the popularity of participation, he immediately
thinks, ”Aha, that's how we get people to move together toward the community
goal!”

So the teleologist will interpret antiteleological philosophy in his own terms.
Why should a man undertake to paint, compose sonatas, conduct experiments,
or whatever? The answer must be, according to the teleological model most
commonly used by western man, that these activities bring a certain funda-
mental pleasure, or perchance they are essential for the survival of the individ-
ual in some psychological or biological sense. Their meaning, therefore, is
again to be found within a teleological Weltan~.chal/lmg of the type that we
have been discussing. The teleologist goes on to point out that, whatever the
artist may say about his own motivations, when we observe his behavior within
a teleological model, we can explain why he sacrifices food and family for a
more important goal of his life.

Nor are the other models embarrassed by the antiteleological argument. The
determinist will ”explain” the need for self-expression as an outcome of biolog-
ical determinants, as the advocate of randomness may explain it as a biological
aberrant.

Now the antiteleologist points out that ”pleasure” or ”benefit” cannot possibly
be the goal of the artist or scientist because so much of what he does is not plea-
surable or beneficial to him and in fact often constitutes the deepest of psycho-
logical distress. It is a kind of torment that the creator would never want to
share nor ever want his beloved ones to experience. It is indeed a kind of inner
experience that goes beyond the expression of words of any spoken language.

The teleologist, of course, is not yet defeated. He has no difficulty in pointing
out that much of human experience involves enormous pain of the sort
described by the creative artist or pure scientist. The point is not, he says,
whether pain occurs but what would happen if the creative individual were
deprived of his activity. What must happen in such a case is a kind of mental
suicide, which is far worse than the torment that may occur during the creative
act.

Similarly, the determinist will seek to find the reasons why certain organisms
display apparently non-natural behavior; he may observe that certain animals
commit suicide, or inflict pain on themselves, and he will seek to. find the
underlying mechanisms that explain such behavior. In an image that incorpo-
rates randomness, these deviations may be explained in terms of the random
generation of genetic codes.

To all of this, the believer in the essential value of activity will simply reply that
none of these images captures the true meaning of life in the immediate and
unique sense. He challenges the designer of systems who is tied down to the
three images described in Chapter 10, the mechanistic (Democritean), the ran-
dom (Carneadean)~ and the teleological ( Aristotelian) . He claims to be talking
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about another conception not encompassed by any extension of these three
models.

  The Spirit of Antiteleology

What evidence could there be for the need for another Weltanschauung to add
to the three that have so successfully played their roles in the development of
the inquiring systems to date? Why, simply the evidence that accumulates in
the writings and expressions of the human race, in its poetry, its music, its reli-
gion, and its philosophy. To all three image makers the philosopher will say,
”No matter how far you have traveled down the road of your model building in
order to explain my particular attitude of mind, you have come no way at all
toward understanding what J mean by existence and wh:1t J mean by the good
and evil of human living.” This man, this antiteleologist, antimechanist, anti-
randomist, simply states that the deepest feelings of the human race have noth-
ing to do with goals, or mechanisms, or randomness.

The mood we are exploring finds expression in so many ways in the human life
that the reflective mind finds it difficult to state what is being talked about in
terms that would be satisfactory both to the rational model builders and to the
people who feel the mood in the deepest way. It almost seems as though our
languages were incapable of bridging this difference between two aspects of the
human psyche.

The mood of course is most familiar to western man when he reads the pages of
oriental philosophy and tries to understand the utterances of the poets and phi-
losophers. The mood has also found its way into the western world in various
forms of both contemporary and ancient philosophy; it is no stranger to the
western mind, although its appearance in western thought has often been quite
different from its expression in oriental philosophy. We can see that the debate
is the old one between feeling and thinking. Feeling is outraged that thinking
claims to have captured the essence of inner feeling by its deterministic, proba-
bilistic, or teleological models.

  The Twist of the Knife: Ateleology Is Basic

But thinking plays strange tricks on itself, without the need of feeling to bring
about its troubles. Suppose we see how a bit of thought can be used to show
that all three of the models require a purposeless state as the ultimate base of
their theories. In this part of our circumambulation, we'll substitute the
thinker's term ”ateleology” for the more dialectical ”antiteleology”; antiteleol-
ogy is a challenge to thinking as displayed by the three Weltanschauungen,
while ateleology is a way of thinking about them.

Suppose we represent the world in accordance with strict deterministic laws;
then the events of nature are never the free decisions of any man. In the earlier
Stoics, and later in Spinoza, the only possible ethics in such a determined world
was the prescription for each man to understand the underlying rationality of
the determined world, i.e., the explanation of the events that occur in his envi-
ronment. But even this prescription is not a prescription to select, from among
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a set of alternatives, that one which leads to rational understanding. To be sure,
Epictetus, that beautifully superficial thinker, gave both master and slave the
”freedom” to adopt an attitude. But a thoroughly deterministic psychology
would not even permit this much freedom in the events of nature. Instead, the
philosophy of determinism would have to say that a man may appreciate
understanding when it occurs to him for its own sake the moment that it
occurs. According to a deterministic model, he could not possibly hope to
”choose” a plan that leads to understandIng. Hence in this case the extension of
the deterministic philosophy to ethics simply describes a man appreciating the
moments of rationality as they occur to him, in an ateleological manner .

In the same manner in a probabilist Weltanschauung the events that occur are
the accidental conglomeration of many minute events in nature. How does it
happen that I sit here writing this book at this moment of time? How many dif-
ferent little events must have occurred to bring about the one that is now occur-
ring? And who would dare to have predicted two years ago that I would be
sitting here as I am now? No one could conceivably have ”planned” the writing
of such a book. The ”futurists” who tell us about the year 2000 are a ridiculous
crowd for the believer in a world of chance. There are too many conglomera-
tions of accidents to make a specific future state have anything but a very low
probability. Planning and teleology are mythical behaviors, fantasies of the
minds of animals caught in the world of chance. If one of the animals appreci-
ates a happening, that's all there is to say about it. Perhaps the cruelest blow of
all is that the ateleological thesis is the foundation of the teleological Weltan-
schauung. From Aristotle we learn that the highest form of activity of man is
contemplation because contemplation is that particular function which distin-
guishes man from the rest of living beings; later philosophers and biologists
contribute to this theme in terms of higher and lower forms of life, the concept
of learning, psychological development, social improvement. But when the liv-
ing being has passed from the lower forms to the highest form, then what?
While he sits contemplating in Aristotelian fashion, shall he ask himself what
the purpose of all this contemplation is? Such a question is meaningless except
in terms of the immediately circular answer that the ”purpose” of contempla-
tion is contemplation, this being the ”highest form” of his living activity.

One is reminded of Lenin's paradox: When the state withers away, and the dic-
tatorship of the proletariat exists, then what? Wasn't it lucky that Stalin pre-
vented such an embarrassing event from occurring?

What shall we say when a man has learned all there is to learn about a given sit-
uation? Shall he then ask himself what the point of all the learning was? Such
an answer would be meaningless in terms of a pure inquiring system. To have
found the answer to a question is to have answered it once and for all, and there
is no point that lies beyond. The attitude of the pure scientist is that he seeks
simply to satisfy his curiosity, and once his curiosity is satisfied, that is that.
Curiosity is not satisfied for the purpose of creating some units of ”utility.”
Curiosity must be satisfied, and when it is satisfied, there is no more ultimate
goal to be attained.

So when a man has attained his aspirations, then that is that; as far as that par-
ticular pursuit is concerned, no more is to be said. His pursuits may now turn
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elsewhere, but the attainment of the first pursuit is not to be regarded as a
means in the attainment of other pursuits.

Of course, Singerian inquiring systems avoid the ateleological terminus of tele-
ological behavior because in Singerian design neither satisfaction nor dissatis-
faction are to be taken as end states. Rather they are signs of the need for
additional planning and striving. In a sense, man struggles not to find sollr-
tions but to create new problems, or one might say, new and ”bctter” problems.
The attainment of any level of ”success” of the human species always intro-
duces more problems than it solves, but the problems are in some sense better
because they are founded upon what has gone before. As viewed from the van-
tage point of the twentieth century, the problems of the working class in the
nineteenth century were terrible problems of human deprivation, outrageous
policies with respect to child labor, complete indifference to the health of thou-
sands of people, and so on. And yet, in some sense, the problems of labor of the
twentieth century are far more acute because people have learned more about
the proper role of labor in society, the needs of health, recreation, family, etc.
Because of all the ”gains” we have made in creating a ”better” society, we feel
far more deeply today our inability to solve problems of the ”quality of life”
than did our forefathers of the nineteenth century.

Hence the Singerian inquirer pushes teleology to the ultimate, by a theory of
increasing or developing purpose in human society; man becomes more and
more deeply involved in seeking goals. To be sure, he may engage in relaxation,
in playfulness and other forms of the nonserious, but he does so with the more
fundamental purpose of re-creation. Comedy is the prelude or interruption of
the heroic mission.

Can thought find the hidden ateleology of so strongly entrenched a teleology?
The question is a very subtle one. One might argue that there can be a teleolog-
ical defense of the Singerian ideals of science, plenty, cooperation, and the
heroic mood. Yet one could let thought provide another twist by arguing that
”defense” is per se a teleological activity.

  The Backward Twist: The Teleology of Ateleology

Thought can continue on its twisting path by reversing the tables completely.
Consider again the assertion that teleology is not to be extended to the pure
feeling of value in the single act. There, for example, is the pure scientist, who
takes his whole value to be in the satisfaction of his own intellectual curiosity
when faced with a deep question he wishes to investigate in nature. It is absurd
to argue that the satisfaction of his curiosity scrves no other end. To be sure,
that scientist at that time does not intend that his activity be a means to other
ends. But he is not a separable component of society. Other members of soci-
ety, e.g., the designer, have every reason to examine the more ultimate benefits
of his acts. Society justifies its support of the ateleological attitude of the pure
investigator, who wants only to satisfy his own curiosity, by judging the extent
to which such activity seems beneficial to the rest of his community as well as
to himself. The teleologist sees no conceptual embarrassment in saying that a
man may pursue an activity for its own sake and not be willing to recognize any
benefit that such activity may have beyond the happening or occasion itself.
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The feeling that is expressed by the philosophical ateleologist is therefore just
that: a feeling to be explained by the very teleology of the living being.

  Thought vs. Antiteleology

This is enough of the twisting path of thought. Ateleology fails to capture the
spirit of antiteleology. It is too caught in its own teleological processes. It's all
very much like the story of the planner who was having difficulty in persuading
management to hire him because the managers were not sure they needed
long-range planning. ” All right,” said the planner, ”then hire me to help you
plan whether to have planning!” The real confrontation of antiteleology is with
the thought processes of teleology. The basic confrontation occurs in the con-
cept of uniqueness. The teleological Weltanschauung is like the deterministic
and probabilistic in that its thought proceeds by using particulars and generals;
it describes particular aspects of nature and can subsume all particulars into a
more general class. Almost all planning has the form of particularizing people-
that is, people are described as having in comes in such-and-such a range,
home locations, religions, race, etc. Two people are the ”same” for the planner
if they have the same set of basic properties.

What shall the teleological designer say when the poet or (he philosopher
claims that the individual act of loving is unique and IS not to be subsumed
under a set of properties of biological reproduction, or psychological libido, or
whatever? The experience that one individual has in his love for another indi-
vidual is never duplicated, and, indeed, the concept of duplication simply
destroys the whole feeling of love itself.

The theme of uniqueness has taken many forms. I especially like Kant's han-
dling of the theme in his Foundations of the Metaphysics of Morals (1898),
where he enunciates the moral law to treat every man as an end-withal, never
as a means only. But every teleological plan I have ever seen is based on treat-
ing some, and perhaps all, people as means only because it is impossible to
regard everyone as an ”endwithal.” Kant recognized this to be the case, and in
modern language saw an eternal conflict between systems planning and moral-
ity; every plan must be partially immoral. The Foundations and more especially
the Critique of Practical Reason ( 178 8) are both forerunners of what I have
called the Singerian inquiring system, for Kant believed in a gradual conver-
gence of morality and systems planning or, as we would say here, between anti-
teleology and teleology. But a great deal more would have to be explored before
we could understand how these conceptual enemies might ever become closer
to one another.1

Thomas A. Cowan ( 1963) has applied the theme of uniqueness to the practice
of law. The theory of law itself seems to have gone through some of the pro-
cesses we have described of the inquiring system. There have been thoughtful
attempts to understand the decision making of the judge in terms of generali-
zations which in part are the precedents of the legal profession. The particulars,
or ”facts,” are taken to represent instances of these generalizations; the classi-

1. I've struggled a bit with this problem in ”Morality and Planning” (1969).
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cal syllogism leads from the generalization plus the facts to the decision. There
is no uniqueness here, and if one were to accept this model of the practice of
law, one might be encouraged eventually to think that law itself could be sub-
sumed under a teleological decision-making model. Perhaps a great deal of
legal decision making could be handed over to some more or less automated
process. But many lawyers and judges feel that in every case there is a unique
element which co-determines the decision. Furthermore, the uniqueness of the
decision is such that neither precedence nor the subsumption of facts under
general laws can account for the particular decision that is made. What appear
to the teleological analyst as ”essentially” the same cases may be decided quite
differently. To the analyst this may look like non-rational decision making, but
for the lawyer it may appear rational because he believes in the underlying
uniqueness of each decision.

Certainly many of the other professions, medicine, engineering, and teaching
in particular, have often expressed somewhat the same philosophy, namely,
that no amount of decision-making analysis can ever capture the unique prop-
erties of the great doctor, engineer, or teacher. No teaching machine can ever
display the charisma that is associated with the inspired lecturer and his rela-
tionship to his students. No automated engineering design device can capture
the particular unique ability of the great engineer to see in a flash the underly-
ing essential problem to be solved. No automated diagnostician can capture
that fine relationship existing between the patient and the doctor.

Of course the teleologist is not done, even if he takes the confrontation seri-
ously. He points out that the scientist from the beginning has been told that his
methods will forever fail to capture the true meaning of some set of phenome-
nal events. At ,a given time and for a given group of scientists there may be the
strong feeling that the problems they face are essentially unsolvable. But time
after time, science has achieved the kind of breakthrough in the pursuit of
knowledge which permits it to understand what was once regarded as nature's
eternal secret. To a generalizing mind, the assertion that the judge performs a
unique event at the time he reaches his decision while on the bench is analo-
gous to the assertion that the true distance between the centers of gravity of
two planets at a moment of time is a locked secret of nature. To be sure, in
some sense the true distance is a secret of nature. Such an event in astronomi-
cal history at a moment of time will never be completely understood by the sci-
entist; there will always be some aspect of the event which his methods of
measurement, no matter how fine, will fail to capture. There is no question that
here is a unique event in the history of the world, this distance between the
center of Mars and the center of Earth at the very moment of the beginning of
this year. But this does not in any way imply the inappropriateness of the teleo-
logical model in the design of an inquiring system that is forever asking more
and more about the same event. So if there is uniqueness in the moral individ-
ual and in the judge's decision, then let us pursue them with the same spirit
with which we pursue all unique events of nature, and accept that they stand as
limit points in our endless pursuit of more and more understanding.
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  The Inquiring System: Artificial or Natural?

The individualist, the poet, the man of today who is so frightened by science
and its implications must ask himself again and again how the scientific enter-
prise can be stopped. The demands of the inquiring system go on and on; no
aspect of nature, no problem that can be posed, ever blocks the ambitions of
the designers of inquiring systems. Inquiry will enter into every domain of
human life, into the deepest secrets of every human being-if need be, into the
love between two individuals.

Is this a cancerous growth, this inquiring system that recognizes no end to the
extent of its design, or is it simply a healthy development of the human race
whereby, in an Aristotelian sense, we come more and more to be a human race?
Does humanity find a true expression of itself through inquiring systems, i.e.,
through its understanding of the natural world in which it lives?

So calm and inspired a picture of science is very beautiful were it not for one
thought so deep in its meaning as to make its expression almost hopelessly dif-
ficult. It is the thought inherent in a great deal of the discussion of this chapter:
that the inquiring system, at least as its design has been conceived thus far, is
not itself human, or rather, that what little humanity it has is simply an expres-
sion of one side of the human being, namely, the human being conceived as
information processer and rationalizer .

We have in fact been discussing the design of the inquiring system, but what
have we to say about the life of the inquiring system? If we take the life of the
inquiring system to be inherent in nature, then no better topic for our final
reflections on the design of inquiring systems could be found than their nature.
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Chap 15: The Nature Of Inquiring Systems

  Can Computers Think ?

There will be many a reader who began this volume with the strong feeling
that, despite the disclaimers of the author in the first chapter, the real intent of
the book was to determine how one might use highspeed computer-processing
machinery to perform the acts now commonly performed by the research sci-
entist. Certainly almost everything that was said about the design of the Leibni-
zian inquiring system, for example, is at least conceptually designable into a
program for a computer. Indeed, Chapter 4 provides one example. Similarly,
rather simple Lockean inquiring systems have been represented in computer
form. Perhaps one of the most fascinating problems in the development of so-
called ”artificial intelligence” is the simulation of a Kantian inquiring system,
i.e., the system capable of applying a number of different models to a set of
”inputs” in order to arrive at an adequate response to questions.

The ambitious designer might hope to continue beyond the Kantian systems, to
develop the more complicated and more exoteric inquiring systems discussed
in this book. Of course, at the present time many socalled automated systems,
e.g., management information systems, are essentially stupid. They are com-
pletely incapable of changing a useless pattern, once the pattern has been set
into them. They cannot be said to think in depth; at best, all that they are capa-
ble of is an elaborate manipulation of data storage banks.

Nevertheless, we are only beginning to design automated systems to assist us
in our inquiries. It is probably a futile argument to speculate on whether a com-
puter system is ”intelligent.” They are already capable of making high scores on
certain kinds of intelligence tests. Thus Persson ( 1966) developed a Kantian-
Iike program for sequence extrapolation (e.g., given 2, 3, 4, 9, what is the next
number?) . Persson's program seems to be fantastically intelligent in this
domain, for it can take a scrambled sequence, unscramble it, and extrapolate
the next number . What is most significant about its success, however, is that
once you understand how it works, its thinking appears trivial. The program
contains several alternative schemes for generating sequences (polynomials, a
simple Markov process, a binary symbol scheme, etc.) ; given a sequence, it
tests to see whether one of its schemes fits, and if it does, it uses it to generate
the next symbol. Thus its ability to unscramble is ”obvious,” as Watson would
say to Holmes once he understood Sherlock's method.

The fact that the computer program becomes trivial or stupid once we see how
it works has some very important implications for testing the intelligence of
humans. Suppose a young boy has a fantastically high score in an intelligence
test; if we knew his program, would he then appear stupid? Surely if he simply
had a few tricks like Persson's program and an idiot-savant capability of mem-
orizing and computing, we would not judge him to be intelligent. Why?
Because intelligence is a natural quality of humans, and mere computation
does not capture the essence of this nature. Thus instead of asking whether
computers are conscious or intelligent or capable of thinking, it is far more



Chap 15: The Nature Of Inquiring Systems   201

fruitful to ask in what way people are capable of being conscious, intelligent,
and thoughtful.

  Do Scientists Think ?

Our walk in the forest will now become meandering again as we try to get a
glimpse of the meaning of ”natural.” Suppose we start with a more or less play-
ful mood, and suggest that ”natural” means ”normal for the species.” The deer
in the Kyoto park are unnatural because they don't bound away when you
approach them; Saki's Tobermoroy was unnatural because cats don't normally
talk out loud. This suggestion is playful because we can use it to make fun of the
scientists, especially the more brilliant of the crowd: they are obviously unnatu-
ral. After all, very few members of the human race ever attain the status of
being even mediocre scientists. This does not say, of course, that the scientist is
completely unnatural; he may be a natural lover, for example. But it does imply
that it is unnatural for the human being to be a scientist; it does not come out of
the nature of most human beings to be inquirers in the sense that the scientific
community recognizes inquirers. This is a bit of fun with a serious twist: the
common fear of the scientist by the layman is all too natural.

  The Natural Functions of Mind

But enough of that. To become more serious, we take another pathway, which
begins by recognizing that the inquiring system is a mind. We then ask our-
selves what is natural about minds. To explore this question in any depth
would of course take us down many pathways, but instead of following all of
these, suppose we retrace one of them, namely, Jung's theory of the psyche. In
his Psychological Types (1959) Jung classifies the functions of ”mind” into
thinking, feeling, sensation, and intuition. Jung's idea was that in the ”normal”
development of mind certain functions may become more developed than oth-
ers, in which case the less developed functions act as part of the ”unconscious”
mind of the individual. Superimposed on this four-way classification of the
mental functions was Jung's more famous introvert/extrovert classification of
temperaments, the extrovert presumably being the individual who is more out-
going in his energies, the introvert the one who finds his life in the inner world.

Jung further suggested a dynamic model of the functions. For example, if
thinking is a highly developed function of the individual, then feeling will be
the underdeveloped function. Similarly, if feeling is the developed function,
then thinking will tend to be underdeveloped. A similar relationship exists
between intuition and sensation. The schema is filled out by combining the two
temperaments with the functions, so that extroverted thinking will have intro-
verted feeling in its dark side. Examples of the Jungian functions can easily be
found in the designs of inquiring systems in this book. For example, the Leibni-
zian inquiring system seems to be a ”thinking type” in its orientation; its whole
construction begins with a particular kind of thought process. What Spinoza
tried to show is that thinking cannot occur without intuition. Sensation, the
ability to discriminate finely, is clearly required in Leibnizian as well as the
Lockean inquiring systems. In Lockean and Kantian systems, intuition plays
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the role of creating the right kind of generalization or the right kind of model to
apply to the data. In the Hegelian inquiring system the interplay between the
three functions of sensation, intuition, and thinking becomes even more
involved. In the dialectical process intuition is the force that breaks through the
apparently insuperable conflict of ideas to create a new position which can
observe the conflict and pass beyond it. It is ”natural” wherever intuition plays
such a role for thinking to try to take over and understand the operations by
which intuition was so successful. This is one characteristic of the thinking
function-to transform the success of the other functions into thinking. Such
transformations have been discussed repeatedly in this book in the various
suggestions that have been made as to how the inquiring system might make its
generalizations, or seek for appropriate models to interpret its data, and so on.
Thus intuition is always important in the development of the mind of the
inquiring system, but the challenge to the thinking designer is to rationalize the
operations of intuition, so that the creativity of one man becomes simply the
methodology of another; the great idea of one generation becomes the mun-
dane operating basis of the following.

  Do Inquiring Systems Have Feelings?

What, then, is a ”natural” mind? The implication of Jung's theory is that ”natu-
ral” means ”developing”; a mind is natural to the extent that it comes in touch
with its unconscious as well as its conscious. If its feeling function is underde-
veloped, then it is natural as the mind ages that it bring its feelings into con-
sciousness and work through the feeling function. It isn't important whether
we use Jung or Freud or some other contributor to the theory of mind; what is
important is the idea that a natural mind is a mind that seeks a certain kind of
completeness. In his Two Essays in Analytic Ps}'chology ( 1953) Jung states the
theme fqrcefully: ”. . . the man who is pauper or parasite will never solve the
social question.” ”Pauper” is not an economic description, but rather refers to
the man possessed of ”blinding illusions” because he has failed to seek his own
individuation.

Well, then, are the inquiring systems of the first part of this book ”paupers” or
”princes”? Anyone can see from our recent discussion of the systems that feel-
ing was neglected; no new story emerges for this second part. To the thinking
type, Jung's own description of this function in Psychological Types is frustrat-
ingly vague. Sometimes it seems merely to mean a sense of appropriateness: it
is inappropriate to defecate at the dinner table.

We have already seen how deeply the inquiring systems of Part I go into the
topic of evaluation in the more serious sense of what is ultimately valuable for
the human being. For example, in the rationalist inquiring systems of Des-
cartes and Spinoza, great attention is paid to the problems of evaluation;
indeed, in their designs the ultimate basis of evaluation must be established
before the system can be thought to have any meaning whatsoever. The ulti-
mate basis lies in God, and the system of evaluation follows from the properties
of God. Nevertheless, this concept of evaluation is apparently not what Jung
had in mind, since it in no sense represents a contrast with thinking. On the
contrary, to rationalists like Descartes and Leibniz, the ability to prove the
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existence of God depends essentially on the thinking function or, in the case of
Spinoza, on intuition.

Lockean inquiring systems design the evaluation function by a strong reliance
on sensation. For example, accompanying certain sensations there is an inter-
nal sense of pleasure or pain. The ”evidence” of good and bad lies in the partic-
ular reaction of the organism in its sensory life. Out of such a preliminary
design emerges the modern idea of evaluation in terms of maximization of util-
ity.

An interesting recent development of the extension of sensation and thinking
to evaluation is the application of research to the evaluation of the research-
and-development process (so-called R2, for research-onresearch) . These stud-
ies attempt to determine how research is conducted, and how it is organized
and administered, especially in western culture. One aspect of this effort devel-
ops economic models of the research-and-development process, so that the
policy makers can make appropriate judgments about the allocation of funds to
various kinds of research projects. They can also determine at what point
projects should be dropped or extended beyond the original plan. These ”cost-
effectiveness” studies therefore try to apply evaluation from a social point of
view to the inquiring system itself. As we have already pointed out, there are
enormous difficulties in trying to apply classical economic or operations-
research models to the research-and-development process. The enthusiasts,
however, claim that eventually the evaluation process will be successfully
implemented. They might go so far as to say that they will successfully design
the feeling function of the inquiring system. In sum, the thinking designer has
worked very hard to extend the functions of the inquiring system to ”take care
of” the missing function in the Jungian scheme, i.e., the evaluative function. It
is certainly fascinating to see how feeling becomes the handmaiden, so to
speak, of one of the clearly recognizably useful functions of the inquiring mind.

  The Feeling of Feeling

Nothing in our walk is conclusive. But we can appreciate why the thinking
designer would try to protect himself from the suspicion of incompleteness:
once the ”other” image becomes a possible reality, the whole of his design may
collapse.

To understand what this means, imagine an inquiring system which says not,
”It is true because it is so,” but, ”It is true because it is beautiful.” A story about
two people which reveals the beautiful depths of their love for each other is
true; the story that recounts their fierce fights is merely so-so.

Could the beautiful ever be the basis for the true? Should the designer of
inquiring systems design them to be beautiful? If so, does he dare to be so out-
rageous as to figure out, analyze, think about the components of the beautiful?
Shame on him! He'll be doomed to the limbo of those thoughtful philosophers
who invented that most dreadful field of inquiry, aesthetics. Perhaps, too,
shame on him for thinking he could design a religious inquiring system, or one
that probes the depths of the unique individual.
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But shame is a feeling word, not a scientific concept. Did Galileo's prescription
to make all things measurable include the prescription to measure shame: ”You
are twice as shameful as I”?

  The Unconscious Side of Science

If it is true that science consciously makes thinking its dominant function, with
intuition and sensation as subsidiaries, then, assuming that Jung's theory
works for inquiring systems, its unconscious side is feeling. What is more ”nat-
ural” than science's attempt to suppress its unconscious side by designing a
surrogate for it, a very common psychological phenomenon.

In an attempt to describe the unconscious of the inquiring system we might try
the following idea. Suppose we say that the unconscious represents those
aspects of the inquiring system which the designer is incapable of designing. In
this sense, the stream of inputs to a Leibnizian, Lockean, or Kantian inquiring
system is in the ”unconscious mind” of the system because the designer of a
system does not design the input stream. The idea that the inquiring system is
an input/output system is itself part of the unconscious mind of the inquiring
system, since in many designs this assumption is a given, i.e., is not subject to
the control of the designer.

In Hegelian inquiring systems, with their capability of looking at the inquiring
system as a whole, the unconscious mind of the earlier designs becomes con-
scious. Now the entire system, including the observing system, becomes aware
of what ”input” and ”output” mean; further, the designer has the capability of
deciding whether an input/output schema is the most appropriate one to apply
to the design of an inquiring system. We might say that as we moved from the
Kantian to the Hegelian design, certain aspects of the sensation function were
brought up to consciousness.

Nevertheless, Hegelian inquiring systems are only partially capable of observ-
ing themselves. As the discussion of implementing and religious inquiring sys-
tems showed, the colossal problem of a mind's being able to understand itself
requires that the mind go far beyond its own so-called boundaries to incorpo-
rate more of the world, both broadly and deeply. Indeed, the implementing
inquiring system in some fundamental sense seems always incapable of really
understanding itself. Wherever these incapabilities occur, one could regard
them as aspects of the unconscious mind of the inquiring system. ,

If our walk were of the terminal type, we might conclude by saying that if sci-
ence, and particularly the designers of inquiring systems, took the lessons of
religion and psychology seriously, then it would be apparent that self-analysis
is called for. The central task of the designer is to come in touch with and work
through the unconscious of the inquiring system.

  ”Natural” is Differentiative

But our walk is more like the behavior of the blue-bellied lizard. Some teleolog-
ical scientists became curious about the activities of these creatures; surely
their jutting about had some purpose. Perhaps those who jutted about more
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survived more. But they sadly or gladly concluded that the blue-bellied lizard is
just plain fooling around 50 percent of the time. So let's try another meander
about the ”natural.” This one begins by considering some other functions of the
human being, namely, sex and reproduction. Practically every human being is
capable of expressing these functions. As he becomes an adult he begins to
express them in his own style. It may be true that history records experiences of
great lovers who had some kind of marvelous or astonishing ability in their love
making, but none of this in the least detracts from the particular expression
that an individual human being may have of his own sexual experience and its
relationship to those he loves. Nor would it be ”natural” to feel inclined to go
among the members of the human race giving them ranks as first-rate, second-
rate, third-rate lovers.

When we turn to another function, nourishment, the situation changes some-
what. Here again, every person is capable of expressing this function, often in
his own particular style. The style may be based partly on national fads or cul-
tural values, but usually has components of his own individuality in it. Of
course it is true that various cultures develop criteria of excellence in cookery;
they recognize those who can make fine distinctions between various kinds of
tastes, so that a culture might be perfectly willing to say that a certain cook is
”first-rate” compared to the rest of the cooks of his society. But in a way this
ranking does very little so far as the individual and his style of nourishment is
concerned. If he dearly loves English boiled beef, boiled potatoes, and (very)
boiled Brussels sprouts, then it matters very little to him that some gourmet
exists in Paris who is able to distinguish between two excellent years of vintage
in wines. His own tastes and expressions are his and represent part of his own
individuality. Another may recognize him as a rather dull individual from the
point of view of his sensory life, but this recognition is quite irrelevant in the
individual's natural expression of himself. To be a gourmet of cookery doesn't
imply that you eat better, whatever the French may say.

But when we turn to what are called the higher functions of our culture, e.g.,
the arts, the matter becomes more difficult. Western culture has been quite
willing to recognize fine distinctions between the quality of output of various
artists and writers. Nevertheless, art is very common and natural among
humans. Most people express themselves in one way or another in art forms:
painting, singing, piano, dancing, play acting, whatever. Anyone who has
enjoyed the experience of sharing his art experience with another comes to
realize that he is little concerned about whether his art object will attain the
dizzy heights of the finest productions of the age. No matter that the painting is
buried in the attic, that the song goes flying forever into the air, that the dance
of an evening is over and done with, or that a play-acting piece is enjoyed by a
few victims of an evening. In all these cases the individual has come to recog-
nize an expression of himself, and the functioning of this expression is clearly
what matters.

None of this says that teaching, training, and other sorts of help are inappropri-
ate for the individual. They may be highly appropriate. He may find that by
going to art classes he develops a much more satisfying way of expressing his
own nature. In other words, the ”designer” may have a function to play in all
the ways in which people express themselves artistically. As leisure time
becomes greater in western society, we may expect that many individuals will
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find careers in helping individuals by developing their functions, sexual, gas-
tronomic, or artistic. From the point of view of an archivist, or of one who tries
to restrict publication to only the finest, this development may be disturbing.
He envisages, pouring out of the increased hours of leisure time, a flood of mil-
lions of pictures, songs, novels, choreographic patterns, and so on, which must
be assimilated in some way by the society, either destroyed or placed in various
kinds of archives. The person searching among this mass of output for the
”best” may find his life far more difficult than it is at the present time because
of the necessity of examining so much. But from the designer's point of view
the archivist's concern may be a matter of far less importance than providing
opportunities for people to discover forms of expression appropriate to their
nature. After all, keeping archives is just another expression of individual style.

What shall we say about inquiry? Why, simply that it, too, is one of the most
natural expressions of the human race. Everybody has within him the spark of
curiosity, the need to differentiate between what is more likely to be true and
what is more likely to be false. Every individual feels the wonder of the stars
above him, the magnificence of the expression of life in the plants and animals
that wander about his world, the nature of the depths beneath the sea, the pat-
terns of rocks and earth upon the land, the nature of his own mind as well as
that of his friends, and, of course, the nature of the political debates that
abound in the world today.

Yet very few people would recognize themselves as amateur scientists, nor
would they recognize many moments of the day in which they could say that
they had spent a part of their leisure time in inquiry. Few are inclined to keep
laboratories in their basement or spend some of their weekend hours wander-
ing the country observing different kinds of flora and fauna. There are a few
who choose amateur science as a hobby; they probably feel that the findings of
the amateur scientist need not be the highest level or even publish able in one
of the recognized dignified journals. The joy of inquiry is enough.

Bu most people would find the idea of spending leisure time in scientlfic
inquiry to be completely beyond their capabilities, particularly because of the
necessity of devoting so many years to intense training to prepare themselves.
Instead, in our culture the only expression of himself a man can find in scien-
tific inquiry is to read one of the many hundreds of popular books that explain
various scientific results. But then he becomes simply the passive recipient of
the activity of inquiry, much as the appreciator of art who goes to a museum is
often a passive recipient of the creativity of another artist. The ordinary man
never comes to feel the act of discovery as part of his own natural life.

But it would be foolish to say that most people are indifferent to inquiry. They
are curious about all the important things of their lifetheir family, friends,
neighborhood, nation, and now, more and more, the ”ecology” of their outer
life and the meaning of their inner life. But their style of inquiry is not that of a
scientific discipline. It is as much their own style as it is a common method.
Nor should anyone pose as an authority on how a person should inquire,
although many people can help others develop their style of inquiry. To para-
phrase an old saying: ”An inquirer is not a special kind of person; rather, every
person is a special kind of inquirer .”
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So ”natural” means ”in accordance with one's own nature.” And ”education”
means ”leading oneself into one's own expression of inquiry.” If we were on a
teleological walk, we could say a great deal about the implications of this mean-
ing of ”natural” relative to modern education. There are many compelling rea-
sons for saying that the design of modern education from grade school to Ph.D.
is seriously faulty. So-called mass education is a device for suppressing the nat-
ural in the student, not nourishing it.

  The Exoteric as Science's Unconscious

The last pathway meanders back to the one before, to science and its uncon-
scious. Science has learned a great deal about the social life of man, his health,
environment, technology, and so on. This learning, which is a style of inquiry,
makes the scientist an ”expert.” Once this title is conferred, it is but a step to
the assumption that the expert knows best, that his style of inquiry in matters
of social policy is better than other styles. So he wonders why his recommenda-
tions are not implemented.

We might then say that the unconscious of science is what ”everyman knows”
in his own individual way. There are no experts in inquiry. Exoteric inquiry
may be based on esoteric disciplines, but it may also be based on all sorts of
other experiences, of a life of love or pain or poverty or adventure.

Thus the natural act of acquiring understanding about the world in which we
live is highly differentiated. But our society is not well designed to permit the
differentiation to unfold. One of the more tragic and also ridiculous aspects of
our society is that the area in which men most urgently need to develop their
individuated forms of inquiry is an area where society tends to mold them: the
political and economic world. The Weltanschauungen of politicians, newspa-
pers, and magazines are all similar, even when they appear to be at odds with
one another.

We hear a great deal about the ”well-informed” public. The concept of a well-
informed public seems to imply that each mature adult citizen will have
acquired the status of at least an adequate inquiring system with respect to the
political problems of his society. But this is absurd. No one can acquire such a
status. Rather, a well-informed citizen should be a person who has been able to
mature his own individuated mode of inquiry. Everyman knows that no one
knows how social policy should be formulated.

  In Defense of Expertise

In our pathway is the scientist again. He doesn't take kindly to the presumption
that we know his unconscious. Furthermore, he reminds us, we have failed to
make an important distinction (he's always reminding us about this! ) . Every-
man may be somewhat of an expert on what he wants in life; the scientist does
not mean that he can tell people what they should want. But the scientist is an
expert in some very important case;s on how society may provide the means for
attaining what people want. For example, consider the question of building a
dam on a river. If the dam prevents flooding and supplies a water resource, and
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the people want flood prevention and water, then they need experts: experts on
dam construction, financial resources, design of new communities, minimiza-
tion of damage resulting from the construction of the dam, and so on. The ordi-
nary citizen cannot be expected to inquire into these matters; he has neither
the background nor the time.

The same distinction applies to the other critical policy issues of our society:
nutrition, population, war, communication. Too often, says our scientist, the
citizen is asked to vote on a deeply complicated policy which depends on many
technical issues he knows nothing about (as in bond issues, say) . No wonder
that the typical inquiring system of the citizen of the United States tries to find
some ready categories into which issues can be placed. For example, an upris-
ing in a given country will be taken as a sign of ”communist infiltration”
because communist infiltration is a matter easily to be explained in terms of
the aggressiveness of one nation whose ambition is to control the world; the
answer to communist infiltration seems obviously simple, namely, to try to
stop it. Therefore, the frustrated citizen tries to translate a difficult politicaleco-
nomic problem into an emergency-type problem, where there is only one obvi-
ous pathway to be taken; the rest of the information and analysis becomes
irrelevant. You talk of ”natural inquiry,” says the scientist; why, this Nay of
translating all of the critical social problems of our day into problt,ms of emer-
gency is most unnatural. It flies in the face of reason and also of feeling,
because it characterizes certain peoples of the world as ”bad guys” while other
people, ourselves, are ”good guys.”

  Distinctions Are the Weapons of the Elite

The response of the layman is a cry of anguish. ”You destroyed my valley with
your dam. Did your expertise tell you what the valley meant to me, to my rela-
tionship to my family and my God? You counted desires, those who desired
water and those who desired the land, and your ridiculous count said a thou-
sand-to-one. Is this what expertise means? Suppose I'd had the million you had
to build the dam. Suppose I'd ysed it to go into the homes of the water users, to
tell them what my valley meant to me and my friends. Would your absurd
count have then been a thousand-to-one? Do you really think you can count
human feelings?” And so on. Nothing will ever stop the scientific Lockean com-
munity from making distinctions, and nothing will stop others from ignoring
them. The designer, however, must ask himself whether a distinction implies a
separation of components of the system, and if so whether the separability
makes sense in the design. We have every reason to suspect that the distinction
made above leads to an unsatisfactory separability of the components of the
social system.

In the chapter on dialectical inquiring systems we were searching for a way in
which society might aid people to develop their own style of inquiry, namely, in
terms of a well-designed debate. In this case a person's own internal feelings
might enable him to judge whether the story which is told to defend one policy
is a better or worse one than the story that is told to defend another policy. In
time and with practice he might himself begin to develop in his own style the
particular picture of the world as a whole that is most appropriate for him. At
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such a time we might be getting nearer to that point in history where inquiry
becomes the ”natural” expression of the human being again. But of course the
dialectical debate was itself a product of a science of some sort, and the san-
guine mood of its inventors is their expression of their own faith.

  Some Lessons

Obviously, we haven't been meandering at all. What seemed like an aimless
walk was the direct pathway to some teleological lessons about the design of
inquiring systems.

For example, we have learned that attempts to make the intelligent population
”appreciate” science are ill advised if they merely consist of explaining what sci-
entists do and how their results are used or not used in the culture. Such educa-
tional courses and explanations fail to touch the real nature of inquiry from the
point of view of the listener. If we are to learn from the last chapter, in the cre-
ation of natural inquiring systems the individual himself must have that partic-
ular feeling of actionand-change which was demanded in the antiteleological
schema. In some sense, then, inquiry must happen within him and not be a
happening that he merely observes.

Next, we have learned that some steps in the direction of developing natural
inquiring systems could be taken if men and women in their various activities
could come to see in what ways these activities could be construed as inquiry.
For example, the manager of a corporation normally thinks of himself as the
administrator or policy maker. He is not accustomed to thinking that what he
does is to inquire, that his various actions might be construed not as maximiz-
ing the profits, but as discovering something about how a particular organiza-
tion behaves in a certain type of environment when certain things happen to it.
He might be aghast at the notion that each decision on his part could be con-
strued as an ”experiment” because to experiment with the funds of a corpora-
tion might seem irresponsible. But if he had a broader insight into the nature of
inquiry, he might come to see that this description is indeed appropriate; each
action on his part is an attempt not only to improve the financial status of the
corporation, but also to increase the understanding of the way in which the cor-
poration behaves and ought to behave. If the designer were to intervene at this
point, he might assist the manager in becoming more effective by pointing out
ways in which the natural expression of his inquiring function can be devel-
oped.

In the same way, the busy politician intent on the problems of deciding how to
vote on various pieces of legislation may fail to realize the manner in which his
own activities become expressions of his inquiring function. Of course, nowa-
days the politician often makes use of so-called '.hearing committees,” which
have some of the flavor of inquiry about them. No doubt many politicians
believe that hearings are the basis of their inquiry. For them to realize that the
total function of politics is to inquire into the nature of the state and its policies
might very well improve the design of the hearings. And at the level of Every-
man there ought to be a way in which he begins to understand that inquiry is a
central part of his psyche, that it is natural for him to give expression to this
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function, and that in many cases it is natural for him to try to learn about the
function in order to make his own individual expression of it more complete.

Returning now to lung and the unconscious, it may be safe to say that at the
present time inquiry has become part of the unconscious life of most people:
they are unaware of the ways in which they function as inquiring systems. Nor
is there a strong inclination for them to give expression to this function so that
its nature appears at the conscious level. As a consequence we are suffering
now the most dangerous symptoms of an inability to bring to the conscious
level an important human function. We assign to the experts and the politi-
cians the roles of designing and creating the environment in which we live
because we can see no way in which we can play any role whatsoever in these
activities. Appalled as we may be at the events that are occurring in the world
about us as the output of blind technology and politics, we each in our own
frustrated way feel that we can do nothing about it. We cannot recognize our-
selves as inquirers, i.e., as capable of understanding what is going on or of
implementing any understanding that may occur. The very word ”science” as
we use it in present-day life is symptomatic of the sad state of the natural
inquiring system. We believe that people can only become scientists by means
of certain kinds of training through the Master's and Ph.D. levels, where they
are required to take specific courses for which their professors have no justifica
on. No one can claim that these courses create the scientific mind. W(, recog-
nize as ”scientists” people with the most narrow perspectiv(, of the world in
which they live, who confess that their chief interests lie in trying to understand
only one segment of the world, and whose particular mode of inquiry is a rigid-
ity brought about by a strong mutual agreement among the leaders of the sci-
entific community.

Those who love science, in both the esoteric and the exoteric sense, must also
be its fondest critics. The true patriot today is the man who recognizes the
deepest weaknesses as well as strengths of his beloved country because this
kind of recognition is the essence of love.

The real problems of ”science” today therefore do not lie creation of new scien-
tific discoveries that constitute so-called breakthroughs in various disciplines
of science. These discoveries no doubt will continue to occur and will fascinate
and please the human mind that has a curiosity concerning them, but the
design problem of science in these areas is of minor importance. What is most
important of all is to create natural inquiring systems, i.e., the expression of the
activity of inquiry rather than its mere appreciation.

These at least are some lessons for our designer. But what of him and his
unconscious? If we speak of ”designing” natural inquiry, haven't we merely rel-
egated the evils of the unnatural to the designer? Can anyone but God design
nature?
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Chap 16: The Design And Nature Of 
Inquiring Systems

  The Guarantor and the Natural

We began the speculation of this book on the design of inquiring systems with
the formulation of the critical problem of all inquiry, namely, the nature of the
guarantor of the validity of the results of man's attempt to gain knowledge. We
have ended with an equally critical problem, namely, how inquiry can become
natural. This is not a book on ”scientific method” in that it is not chiefly con-
cerned with the methods whereby science has attempted to discover and verify.
It is rather a book on the way in which philosophy plays a role in the interpreta-
tion of man's attempt to understand his world.

The critical problem with which we began, so simply stated by Descartes, was
how an inquiring system could possibly have any meaning in terms of estab-
lishing valid results unless it had some firm concept of the whole system and
the way it was governed. Did anything that followed this earliest question of the
essay assist in answering the Cartesian question? In some ways the answer
must seem to be no. We have shown how the complexity of the inquiring sys-
tem must be increased and the designer must be faced with more and more
perplexing problems in his attempts to cope with the structure of the system
and its relationship to other activities in its social world. And yet we found no
clear guide to a principle of guarantee, except in the end to say that it seems to
l'.e in the nature of man. The faith that seems to become so necessary once we
realize that inquiring systems are implementing, i.e., have a relationship to
their world, arises out of the particular nature of the inquirer himself. But in
the end we have come to see that we have no clear idea of the relationship
between the inquiring function and the total mental nature of man.

In another time or in another culture, I might have entitled this last chapter
”God and Nature,” thereby expressing the classical notion that the nature of
man lies in his God-that the problem of the designer of the inquiring system is
to recognize God for what He is and to worship Him for the particular charac-
teristics He has which are so relevant to man's own being. One might then have
come to feel that the questions raised in the last chapter concerning the nature
of mind and the way inquiry expresses this nature are very much like the ques-
tion about the nature of God and the role He plays in inquiry.

  Inquiry Revisited

Perhaps the two questions, the one concerning the guarantor of the inquiring
system, and the second its nature, can be closely related in terms of the central
problem that has concerned us throughout the book, which is the meaning of
inquiry itself. As each design has been discussed, the meaning of inquiry has
changed. If a designer is satisfied with the input/output conception of the
inquiring system, then he defines inquiry as some kind of processing of an
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input stream which produces an output with certain desirable characteristics.
Once the designer faces the problem of the implementing inquiring system, on
the other hand, he has to think of inquiry as playing a role in the way in which
man makes his decisions and attempts to control his environment. And to the
antiteleologist, inquiry becomes a ”feeling of knowing,” a kind of activity which
the human being can express, and in its expression find the only real value
there is to that mode of living.

In the teleologist's model, inquiry is precisely defined by a classification of the
different kinds of goals that men seek. Inquiry becomes the creation of an abil-
ity of the human being to solve his problems, to discern better pathways to
goals no matter how the environment may change. In nineteenth-century ter-
minology this was called the ”control of nature,” not a happy phrase, to be sure.
To control nature IS to be unnatural.

In the disciplines of science each discipline expresses the meaning of inquiry by
means of its techniques and methods. Outside the disciplines there can be no
universal guides to the meaning of inquiry. 

Inquiry is the creation of knowledge or understanding; it is a reaching out of a
human being beyond himself to a perception of what he may be or could be, or
what the world could be or ought to be.

If, in this broader and far vaguer notion of inquiry that has appeared in the
later pages of this book, one asks now about the guarantor of the inquiring sys-
tem, the same kind of vagueness will naturally result. What is the guarantor of
man's nature?

  Design and the Natural

At the outset in Chapter 1 it no doubt appeared that design and nature were
antithetical. We asked what aspect of an inquiring system cannot be designed,
and the flavor of the question seemed to be: What aspect of inquiry cannot be
made artificial, e.g., programmed on a computer? But now design is allied to
conscious: What aspect of an inquiring system cannot be made conscious? This
is the ”natural” question about design.

Hence design, too, is a natural function of all of us. It is one that is expressed in
the many activities that we engage in If the teleologist has his way, design
means the conscious attempt to create a better world. If the anti teleologist has
his way, then design is simply the conscious part of action itself.

And yet this statement has a relativist tone to it, as though the final answers to
the puzzling questions we have been considering were to be found to rest with
each individual himself according to his own lights. The rationalist's search for
a guarantor was non-relativistic. Descartes was not in search of a principle that
might satisfy this individual or that, nor would he have been satisfied to have
his question answered by each individual in accordance with his own nature.
No, the Cartesian guarantor must be general, applicable to all inquiry. Yet in
the last chapter, as we began to explore the idea that out of the nature of each
man there might be an expression of his inquiring function, we seem to have
introduced a tone of relativity, namely, that each man should conduct inquiry
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according to his own nature. This, as we pointed out, flies directly in the face of
the traditional disciplines with their high degree of control.

We have come, as might be expected, to the expression of the philosophical
problem of this century, namely, the relationship between relativism and non-
relativism. The optimism of the nineteenth century about the gradual progress
of science was a clear expression of the nonrelativistic nature of science-science
was on its way to truth; the confidence of the scientist of that century captured
the spirit of the Cartesian demand for the ultimate guarantor. The despair and
doubting of men of this century concerning the value of the knowledge created
by science, and the need of each man to express himself as he is, generate the
relativist position in many, many forms.

And yet in the Jungian analysis there is such a thing as the nature of man; one
can infer that the nature of man in the Jungian sense is non-relativistic. Man
expresses himself !n his own individual way, to be sure, and his concept of the
guarantor comes out of his own individuality; yet his own individuality is a
reality, and not relative to this or that inquirer's view of the world.

  Conclusion

What conclusion can be drawn from this discussion? Is there a real, objective
guarantor, or is his existence a matter of personal belief? Can the ”creative” be
designed; can ”nature” be designed? If so, will the design really produce
improvement, or will the improvement be relativistic or illusory?

”Conclude” comes from the Latin concludere, meaning ”to shut up together”; in
one sense it means a Lockean community which agrees to shut up. This inquir-
ing system dissents; in the words of one of my philosophical mentors, Henry
Bradford Smith, the only conclusion of philosophical discussion is a question.
So: What kind of a world must it be in which inquiry becomes possible?
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